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Bruno de Finetti (1906–1985) in 1979
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Objectivism vs. objectivity

Objectivism? I No!
I de Finetti rejects the idea of probability as a

feature of the external world
(1931b) “Objective probability never exists”

I Rather, it is a feature of my description of the
world

I Subjective/Personal Probability
Objective (objectionable?) Bayes? I No!

I That is a totally different enterprise, aiming to
eliminate subjectivity

Objectivity? I Yes!
I “Subjective” does NOT mean “anything goes”
I My description of the world should take full

account of what I know about the world
I . . . and aim to be a “good” description.
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de Finetti’s positivism

I “Probability” can only meaningfully be attached to observable
events and quantities

I we can (in principle) and should compare our probability
assessments with actual outcomes

I we should not (directly) consider distributions over
unobservable parameters (!!!)

I the principal aim of “statistical inference” should be the
probabilistic prediction of as-yet-unobserved quantities, given
our observations

I Only finite combinations of events are meaningful

I finitely additive probability
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Some quotes
(1962) Though maintaining the subjectivist idea that no fact

can prove or disprove belief, I find no difficulty in
admitting that any form of comparison between
probability evaluations. . . and actual events may be
an element influencing my further judgment.

(1974) Subjectivists believe that every evaluation of
probability is based on available information,
including objective data.

(1974) Every probability evaluation essentially depends on
two components:

(1). the objective component, consisting of the
evidence of known data and facts; and

(2). the subjective component, consisting of the
opinion concerning unknown facts based on
known evidence.
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Definition or evaluation?

The evaluation of probability should take into account all available
evidence, including frequencies and symmetries. However, it would
be a mistake to put these elements, which are useful ingredients of
the evaluation of probability, at the basis of the definition of
probability.
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Individual probability
“Probability is defined as the degree of confidence of an individual,
at a given instant and with a given set of information, regarding
the occurrence of an event” (1970)

Weather forecaster: “The probability of precipitation tomorrow is
30%”

Angelina Jolie: “My doctors estimated that I had an 87% of breast
cancer. . . although the risk is different in the case of
each woman”

Obama on Osama: “At the end of the day, this was still a 55/45
situation”

I How to interpret?
I How to quantify?
I How to assess?
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Subjective probability and frequency
Only the subjective view explains WHY we should use “objective”
frequencies to estimate probabilities:

EXCHANGEABILITY

I Infinite sequence of (binary) variables X1,X2, . . ..
I Often natural to assume indifference to the order in which

presented.
I Any joint distribution with this property is a mixture of

Bernoulli sequences:

P(x1, x2, . . . , xn) =
∫ 1

0
θr (1− θ)n−r dF (θ)

(
r =

n∑
i=1

xi

)

I With P-probability 1,

P(Xn+1 = 1 | X1,X2, . . . ,Xn)− (R/n)→ 0
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What is “the probability”?

Many (exchangeable) students take many (exchangeable)
examinations. What is “the probability” that Thomas will fail his
Statistics exam? (based on all other results)

I Thomas’s relative frequency αT of failure on his other papers?

I Other students’ relative frequency βS of failure on the
Statistics paper?

I Overall failure rate µ of all students on all papers?
I Something more complicated taking all the data into

account?. . .
I αT + βS − µ ???
I φ(ui , vj) ???

I Thomas’s failure rate on his previous attempts at Statistics?
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Data array

?	 0	 1	 0	 1	 0	 1	 0	 0	 1	

1	 0	 1	 0	 1	 1	 0	 1	 0	 0	

0	 0	 0	 1	 1	 0	 0	 0	 1	 1	

1	 1	 0	 1	 0	 1	 1	 0	 1	 0	

0	 0	 1	 1	 1	 0	 1	 0	 0	 1	

1	 0	 1	 0	 0	 1	 0	 1	 1	 0	

0	 0	 1	 0	 1	 1	 0	 1	 0	 1	

0	 1	 0	 0	 0	 0	 1	 0	 1	 1	

1	 0	 1	 1	 0	 1	 0	 1	 0	 1	
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Local pattern

?	 0	 1	 0	 1	 0	 1	 0	 0	 1	

1	 0	 1	 0	 1	 1	 0	 1	 0	 0	

0	 0	 0	 1	 1	 0	 0	 0	 1	 1	

1	 1	 0	 1	 0	 1	 1	 0	 1	 0	

0	 0	 1	 1	 1	 0	 1	 0	 0	 1	

1	 0	 1	 0	 1	 1	 0	 1	 1	 0	

0	 0	 1	 0	 1	 1	 0	 1	 0	 1	

0	 1	 0	 0	 0	 0	 1	 0	 1	 1	

1	 0	 1	 1	 0	 1	 0	 1	 0	 1	
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Repeat pattern

?	 0	 1	 0	 1	 0	 1	 0	 0	 1	

1	 0	 1	 0	 1	 1	 0	 1	 0	 0	

0	 0	 0	 1	 1	 0	 0	 0	 1	 1	

1	 1	 0	 1	 0	 1	 1	 0	 1	 0	

0	 0	 1	 1	 1	 0	 1	 0	 0	 1	

1	 0	 1	 0	 1	 1	 0	 1	 1	 0	

0	 0	 1	 0	 1	 1	 0	 1	 0	 1	

0	 1	 0	 0	 0	 0	 1	 0	 1	 1	

1	 0	 1	 1	 0	 1	 0	 1	 0	 1	
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Backwards and forwards

How should I construct/examine my probability distribution for X?

Like the penal code, an approach to this should have a double
purpose:

Forward looking Before observing X , to motivate me to think
carefully about my behaviour (assess my distribution)

Backward looking After observing X = x , to reward or punish my
behaviour (my assessed distribution)

These aspects are related but distinct (e.g., rabid dog)
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Scoring rules
Let Q be my Quoted distribution for an observable X . After
observing the value x of X , we want to contrast this outcome with
my quoted “probability forecast” Q.

One way is by applying a scoring rule (real-valued loss function)
S(x ,Q).

I Suppose I assess that X has distribution P, but quote Q.
I My expected score is

S(P,Q) := EX∼P{S(X ,Q)}.

I S is termed a proper scoring rule if my expected score
S(P,Q) is minimised in Q at Q = P; and
strictly proper if S(P,Q) > S(P,P) for Q 6= P.

I When S is proper, honesty is the best policy: If I believe
X ∼ P, I will minimise my expected score by quoting Q = P.
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Probability score table (Brier)
A	occurs	 A	does	not	occur	 q	

	25.0	 	25.0	 	.500	
	22.6	 	27.6	 	.525	
	20.2	 	30.2	 	.550	
	18.1	 	33.1	 	.575	
	16.0	 	36.0	 	.600	
	14.1	 	39.1	 	.625	
	12.2	 	42.2	 	.650	
	10.6	 	45.6	 	.675	
		9.0	 	49.0	 	.700	
		7.6	 	52.6	 .750	
		6.2	 	56.2	 	.725	
		5.1	 	60.1	 	.775	
		4.0	 	64.0	 	.800	
		3.1	 	68.1	 	.825	
		2.2	 	72.2	 	.850	
		1.6	 	76.6	 	.875	
		1.0	 	81.0	 	.900	
		0.6	 	85.6	 	.925	
		0.2	 	90.2	 	.950	
		0.1	 	95.1	 	.975	
		0.0	 100.0	 1	000	
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Probability score table (Brier)—reduced
	

	

A	occurs	 A	does	not	occur	
	25.0	 	25.0	
	22.6	 	27.6	
	20.2	 	30.2	
	18.1	 	33.1	
	16.0	 	36.0	
	14.1	 	39.1	
	12.2	 	42.2	
	10.6	 	45.6	
		9.0	 	49.0	
		7.6	 	52.6	
		6.2	 	56.2	
		5.1	 	60.1	
		4.0	 	64.0	
		3.1	 	68.1	
		2.2	 	72.2	
		1.6	 	76.6	
		1.0	 	81.0	
		0.6	 	85.6	
		0.2	 	90.2	
		0.1	 	95.1	
		0.0	 100.0	
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Probability assessment quiz

 20 

TABLE 2 
 

PROBABILITY ASSESSMENT EXERCISE 
 
Mark in Column 1 the answer you consider correct.  In Column 2, attach a number 
between 0.5 and 1 to indicate your personal probability that this is the correct answer.   
When the answers are revealed, indicate in Column 3 whether you were right or wrong, 
and insert the corresponding penalty score (from Table 1) in Column 4. 
 

 	 1 2 3 4 
1. Crystals	of	common	salt	are	

a) octahedral 
b) cubical 

    

2. Shi’ism	is	a	branch	of	
a) Islam 
b) Confucianism 

    

3. Which	has	the	larger	area?	
a) France 
b) The Iberian Peninsula (Spain and 

Portugal) 

    

4. The	blood	in	the	pulmonary	artery	flows	
a) from heart to lungs 
b) from lungs to heart 

    

5. An	ibex	is	
a) a bird  
b) a goat 

    

6. Buddhism	had	its	origins	in	
a) India  
b) China 

    

7. Sea-water	freezes	at	
a) –3°C  
b) +2°C 

    

8. In	Heraldry,	“gules”	refers	to	the	colour	
a) red  
b) blue 

    

9. An	anticyclone	is	a	region	of	
a) low pressure  
b) high pressure 

    

10 The	Venetian	gondola	is	propelled	by	
a) a pole  
b) an oar 

    

 	
TOTAL	SCORE	
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TOTAL	SCORE	

a
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TOTAL	SCORE	

a 0.650
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TABLE 2

PROBABILITY ASSESSMENT EXERCISE

Mark in Column 1 the answer you consider correct.  In Column 2, attach a number 
between 0.5 and 1 to indicate your personal probability that this is the correct answer.   
When the answers are revealed, indicate in Column 3 whether you were right or wrong, 
and insert the corresponding penalty score (from Table 1) in Column 4. 

1 2 3 4 
1. Crystals	of	common	salt	are	

a) octahedral
b) cubical

2. Shi’ism	is	a	branch	of	
a) Islam
b) Confucianism

3. Which	has	the	larger	area?	
a) France
b) The Iberian Peninsula (Spain and

Portugal)
4. The	blood	in	the	pulmonary	artery	flows	

a) from heart to lungs
b) from lungs to heart

5. An	ibex	is	
a) a bird
b) a goat

6. Buddhism	had	its	origins	in	
a) India
b) China

7. Sea-water	freezes	at	
a) –3°C
b) +2°C

8. In	Heraldry,	“gules”	refers	to	the	colour	
a) red
b) blue

9. An	anticyclone	is	a	region	of	
a) low pressure
b) high pressure

10 The	Venetian	gondola	is	propelled	by	
a) a pole
b) an oar

TOTAL	SCORE	

a 0.650 ✖ 42.2
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Construction of proper scoring rule S
(binary case — extends much more generally)
X = {0, 1}, Q(X = 1) = q. H a concave entropy function on [0, 1].

S(x , q) = H(q) + (x − q)H ′(q)
S(p, q) = H(q) + (p − q)H ′(q)

Then S(p, p) = H(p). D(p, q) := S(p, q)− H(p) ≥ 0 measures
the discrepancy between p and q.
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General construction

I Action space A

I Loss function L(x , a)

I Distribution P over A → expected loss
L(P, a) := EX∼PL(X , a)

I mina∈A L(P, a) → Bayes act aP

I S(x ,Q) := L(x , aq)

Then S(P,Q) = L(P, aQ) ≥ L(P, aP) = S(P,P)
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Examples
Important special cases (X = {0, 1}):

Brier (quadratic) score:

S(x , q) = (x − q)2

H(p) = p(1− p)
D(p, q) = (p − q)2

This rule was extensively used by de Finetti
(theory, football)

log score (Good)

S(x , q) = −{x log q + (1− x) log(1− q)}
log likelihood

H(p) = −{p log p + (1− p) log(1− p)}
Shannon entropy

D(p, q) = p log(p/q) + (1− p) log{(1− p)/(1− q)}
KL divergence
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Independence of scoring rule
Suppose my quoted probability for an event E is:

I q1 under scoring rule S1

I q2 under scoring rule S2
My overall penalty is the total (or average) of these.
If q1 6= q2, I could have done better, however E turns out.

E not
  E
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Coherence
I quote q1 (say 0.8) as my probability for E , and q0 (0.4) for not E .

My total Brier score is
(1− q1)2 + q2

0 if E occurs
= squared distance from P1 = (q1, q0) to B = (1, 0)

q2
1 + (1− q0)2 if E does not occur

= squared distance from P1 to A = (0, 1)

0 

- . - - . . .................... . 

. � .. . . .. . . . . . . . .. . . . . . . . . . . . . .. .. -,� . . 
• 

•. 
• 

: ' 
• 

• 

1------------+t-..,! __ _,. I!> 
·7 ·8 1 

E
not

 E

q1

q0

If I do not have qi ≥ 0, q1 + q0 = 1, I could have done better (e.g.,
with P2 = (0.7, 0.3)), however E turns out.
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Compound probability
I assess separate values for P(A | B), P(B), P(A ∩ B).

Unless red lines are coplanar—which requires
P(A ∩ B) = P(A | B) P(B)—I could have done better in all
circumstances.

- - . ,_,_
,.,,.,. 

.P(Afl&) 

- ... .  

•
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Assessing forecasts against outcomes
I have made a sequence of forecasts, Nature has determined the
outcomes. How well did I do?

NB: I am trying to capture Nature’s outcomes, not Her
“data-generating process”.

	
  
21	
  

 
 

TABLE 3 
 

Probability p 0.4 0.6 0.3 0.2 0.6 0.3 0.4 0.5 0.6 0.2 0.6 0.4 0.3 0.5 
Outcome 0 0 1 0 1 0 1 1 1 0 1 0 0 1 

	
  
	
  
	
  
	
  

TABLE 4 
 

Probability π 0.2 0.3 0.4 0.5 0.6 
Instances n 2 3 3 2 4 
Successes r 0 1 1 2 3 
Proportion ρ 0 0.33 0.33 1 0.75 

	
  
	
  
	
  
	
  
	
  

Group by assigned probability:
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Proportion ρ 0 0.33 0.33 1 0.75 

	
  
	
  
	
  
	
  
	
  

Calibration: ρj ’s close to πj ’s
Refinement: ρj ’s close to 0 or 1
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Assessing forecasts against outcomes
I have made a sequence of forecasts, Nature has determined the
outcomes. How well did I do?
NB: I am trying to capture Nature’s outcomes, not Her
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Scoring rule decomposition
Assess/compare forecasters by their total achieved Brier score:

S+ =
14∑

i=1
(xi − pi)2 = 2.764

We can decompose:
S+ = S1 + S2

where

S1 =
5∑

j=1
nj(πj − ρj)2 = 0.687

S2 =
5∑

j=1
njρj(1− ρj) = 2.077.

I S1 penalizes poor calibration
I S2 penalizes poor refinement

Similar decomposition for other proper scoring rules
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Real weather forecasts

I Forecasts of precipitation occurrence have been routinely
expressed in probabilistic terms on a nationwide basis in the
US since 1965.

I A subjective precipitation probability forecast expresses the
forecaster’s “degree of belief” that a measurable amount of
precipitation (≥ 0.01 in.) will occur during a specified period
(generally 12 h) at a particular point in the forecast area
(generally the official rain gauge).

I A typical forecast might state that “the precipitation
probability for Denver (Colorado) today is 30 per cent”.

I Millions of such forecasts have been formulated and issued to
the public by the National Weather Service (NWS).
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Reliability diagram

214 PROBABILilY FORECASTING 

Table 1 Calibration Calculations 

Number of Number Relative Frequency of 

Probability,p* Instances of l's l's, a(p*) 

0.2 2 0 0 

0.3 3 1 0.33 

0.4 3 1 0.33 

0.5 2 2 I 

0.6 4 3 0.75 

Table I details the calculation of ii(p*) for 
these data. For example, of the three occa­
sions on which a probability forecast of 0.3

was given, just one of the three associated 
events occurred, yielding ii(0.3) = ½. The re­
liability diagram for these forecasts and out­
comes is plotted in Fig. l. The diagonal line 
corresponds, in the absence of sampling fluc­
tuations, to perfect reliability. With such 
small numbers, there can be little strong 
evidence against this. 

or for all states jointly (by extracting the 
subset for which P; c:::-:: p*). The latter ("vector 
reliability") is more common, and provides a 
more demanding test. Another possibility, 
not generally recommended, is "scalar reli­
ability," in which the whole set (A

s
: i = 1, 

... ,n; s = 1, ... , k) is regarded as a single 
sequence, thus ignoring the identity of the 
state being forecast. 

Figure 2 displays the reliability diagram 
for a sequence of 2820 12-hour PoP fore­
casts issued by a single weather forecaster in 
Chicago during the period 1972-1976. These 
results, which are typical of experienced 
forecasters, clearly indicate excellent reliabil­
ity. 

For assessing multistate forecasts (P;), 
with P; = (p

il
, ... , p,.k), one might concen­

trate on reliability for each state separately, 

• 

'o 
Forecast probability 

Figure 1 Reliability diagram corresponding to Table I. 

For a continuous quantity X, such as 
maximum temperature over 12 hours, credi­
ble interval forecasting involves specifying an 
interval (/, u) with the interpretation that 
Pr(/ < X < u) is some fixed preassigned 
value 1 (e.g., 75%). Reliability of a set of 
such forecasts is equivalent to requiring that 
a proportion 1 of the intervals turn out to 

" 
,00,,,--,---,-,-,-,-----,-,�.--,, 

"' 

10
146 .s,s 

161 281 

... 

CO 10 20 

o,n 

"' 

'" 
• 

lO 40 50 

,., 

"' 70 

Forecast probability (T,) 

., "' '"' 

Reliability diagram of a weather forecaster. 

The number by each point is the number of 

occasions on which the associated forecast prohahilily 
was issued. 

Figure: The reliability diagram for all of the precipitation probability
forecasts formulated by NWS forecasters at Chicago during the period
from July 1972 to June 1976.
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Refining calibration
Sequential development of forecasts and outcomes:

day 1 2 3 . . .
forecast

p1 p2 p3 . . .

rain?

x1 x2 x3 . . .

Select (computably) a subsequence of days, using previous
information — e.g., those prime-numbered weekdays that
immediately follow two wet and two dry days, for which the
probability forecast exceeds 0.6.
Ask for asymptotic equality of average probability and relative
frequency, for any such subsequence.
WHY?
If the forecasts are conditional probabilities based on a joint
distribution P, then this property holds almost surely under P.
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Asymptotic uniqueness
Suppose two sequences of (computable) forecasts, (pi) and (qi),
both satisfy this criterion.

Then
pi − qi → 0.

I No scope for subjectivity?
I “Objective” forecasts?

Problem: Not computable.
Can elaborate to allow side information (e.g., temperature).
Again have asymptotic uniqueness—but dependence on the
information used
No conflict between “deep determinism” and non-extreme
probabilities
Deterministic Chaos?
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Lessons?

I Asymptotic “objective” probabilities (relative to state of
information) may exist

I But we may never be able to discover them

I “Perfect” probability assessment may be unattainable

I So we should just do the best we can. . .

I Subjective?
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Probability assessment quiz: Solutions

20 

TABLE 2

PROBABILITY ASSESSMENT EXERCISE

Mark in Column 1 the answer you consider correct.  In Column 2, attach a number 
between 0.5 and 1 to indicate your personal probability that this is the correct answer.   
When the answers are revealed, indicate in Column 3 whether you were right or wrong, 
and insert the corresponding penalty score (from Table 1) in Column 4. 

1 2 3 4 
1. Crystals	of	common	salt	are	

a) octahedral
b) cubical

2. Shi’ism	is	a	branch	of	
a) Islam
b) Confucianism

3. Which	has	the	larger	area?	
a) France
b) The Iberian Peninsula (Spain and

Portugal)
4. The	blood	in	the	pulmonary	artery	flows	

a) from heart to lungs
b) from lungs to heart

5. An	ibex	is	
a) a bird
b) a goat

6. Buddhism	had	its	origins	in	
a) India
b) China

7. Sea-water	freezes	at	
a) –3°C
b) +2°C

8. In	Heraldry,	“gules”	refers	to	the	colour	
a) red
b) blue

9. An	anticyclone	is	a	region	of	
a) low pressure
b) high pressure

10 The	Venetian	gondola	is	propelled	by	
a) a pole
b) an oar

TOTAL	SCORE	

b

a

a

a

b

a

a

a

b

b
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THANK YOU!
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