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Introduction

The package contains tools for:

• data spli7ng  ✔

• pre-processing (dummies, correla>on, PCA or linear dependence)

• model tuning using resampling (use of popular train func>on)  ✔

• feature selec>on (wrapper and filter methods)

• variable importance es>ma>on (trees and forests) ✔



Remember Exercise 27?

“For the German data, try to find better generalized boosted models 

for Class using the available predictors, e.g., by increasing interaction 

depth.”

How did you solve it?

Caret solves it easily.



Split data

Load libraries

Stratified random data partition with 75% 
of the data in the training set

Split in training and testing data



Train and trainControl

Takes argument “verbose = FALSE” from 
gbm funcCon

Predict Class using all available predictors

Regression Model: generalized boosted 
models

Modify resampling method:
“repeatedcv” = K-fold cross-validation 
K is controlled by number argument and 
defaults to 10. 

Add control settings



gbmFit1 output
Compared to normal gbm() function, no change to 0 and 1 
is necessary

Our control settings

By default, train uses a search grid of 3 values 
for interac,on.depth and n.trees, and fixes 
shrinkage and n.minobsinnode

Default metrics for classification problems are 
Accuracy (1 – MCE) and Cohen’s Kappa



Further tuning

Add grid for tuning parameters

Defines values for tuning parameters



…

gbmFit2 output

The pre-specified values for the tuning 
parameters are used to fit the models.



Graphics and predic>on

Relationship between the resampled performance values, 
the tree depth and the number of trees.

One can use the predict function on the 
testing data set now. This automatically 
uses the model that led to the best 
performance metrics.



Random Forest



trainControl

• the resampling method: "boot", "cv", "LOOCV", "LGOCV", "repeatedcv", "none"

TuneGrid

• The argument tuneGrid can take a data frame with columns for each tuning parameter. 

• The column names should be the same as the fitting function’s arguments.

Metric

• RMSE, R2, and the mean absolute error (MAE) are computed for regression

• while accuracy and Kappa are computed for classification.

Resamples()

• to characterize the differences between models via their resampling distributions

• A list of models

• Have same metrics argument

ParallelProcessing

• use DoParallel package and set number of parallel workers 

• registerDoParallel () to start and stopCluster() to get back to default 

Additional final quick notes



The end


