10

Impulse response and trend/cycle
properties of the UK model

One important use of macroeconometric models is to conduct counter-
factual experiments in order to interpret previous historical episodes and
to help with policy analysis. For example, it is important to learn about
the possible impacts of changes in interest rates or oil prices on output and
inflation over one or more years into the future. And our understanding
of the macroeconomy will be enhanced if we are able to characterise past
observations on economic activity as being related to ‘trend’ growth or
as ‘cyclical’ movements around the trend. In this chapter, we focus on
these uses of an estimated macroeconometric model, noting that we need
to supplement the model with additional a priori assumptions in order to
undertake these counter-factual exercises in many cases.

For example, an analysis of the dynamic impact of shocks is typically
carried out using impulse response functions that focus on the evolution
of the conditional means of the target variables in response to differ-
ent types of shocks.! The estimation of impulse response functions, with
respect to shocks applied to observables such as the oil price, does not
pose any new technical difficulties and can be conducted using the gen-
eralised impulse response approach described in Section 6.1.3. In the case
of monetary policy shocks or shocks to technology or tastes, the analysis
of dynamic impulses is complicated due to the fact that such shocks are
rarely observed directly and must be identified indirectly through a fully
articulated macroeconomic model.

In the context of the core model of the UK economy developed in
Chapters 4 and 5, we have made a clear distinction between the long-run

! Pesaran, Smith and Smith (2005) argue that a probabilistic approach to the analysis of
counter-factuals might be more appropriate. Such an analysis is, however, beyond the scope
of the present chapter.
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structural and long-run reduced form disturbances, denoted by 7; and
&, respectively, and between the reduced form shocks associated with
the reduced form vector error correction model of (5.1) and the struc-
tural shocks associated with the structural macroeconomic model of (5.2),
denoted uy; and gj, i = 1,2, ..., 5. Itis the structural innovations that have
a clear economic interpretation: the n; measure the deviations from long-
run relationships in which the equilibrating pressures are identified by
economic theory,? while the u;; measure the (typically white noise) devi-
ations of target variables from the value suggested by the corresponding
decision rule.

The analysis of the dynamic response of the macroeconomy to reduced
form shocks provides important insights with which to interpret recent
episodes in the UK economy and with which to consider the potential
effects of changes abroad or of moderate changes in policy. Such an anal-
ysis illustrates and summarises the complex macrodynamics that can be
captured by a cointegrating VAR model. The analysis does not rely on iden-
tifying assumptions other than those that relate to the long-run properties
of the model (about which there is a relatively high degree of consensus)
and so is not subject to the Sims critique. Moreover, the use of the Gen-
eralised Impulse Responses (GIR) analysis described in Chapter 6 ensures
that the analysis is invariant to the ordering of the variables in the VAR.
These impulse responses are relatively robust, therefore, and represent our
preferred means of illustrating the dynamic properties of the model. In
this chapter, we provide impulse responses of this sort relating to foreign
output and to foreign interest rates to illustrate the dynamic properties of
the macroeconomy.

If we wish to identify the effects of monetary policy shocks, or struc-
tural shocks more generally, we require a much more detailed a priori
modelling of expectations, production and consumption lags, and the
short-run dynamics of the technological process and its diffusion across
the countries in the international economy. That is, we require further
restrictions to be placed on the contemporaneous relationships amongst
the variables. This relates to the ‘structural’ VECM given in equation (5.2)
associated with the long-run structural macroeconometric model:

p-1
ANz =3-& [ﬁ'zt_l —bit - 1)] +Y Fiaze i +er, 10.1)
i=1
2 The mechanics of the equilibrating processes are not necessarily described by economic

theory (involving unspecified adjustment costs, rigidities, coordination issues and so on), but
theory explains why the long-run structural disturbances are stationary.
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where A represents the 9 x 9 matrix of contemporaneous structural coeffi-
cients,a = Aa, @ = Ac, f,- = AT';, and e; = Au; are the associated structural
shocks which are serially uncorrelated and have zero means and the pos-
itive definite variance covariance matrix, 2 = AXA’. As highlighted in
Chapter S, without a priori restrictions on A and/or ®, it is not possible
to give economic meanings to the estimates of the loading coefficients,
@, or to identify economically meaningful impulse response functions to
shocks. The simplest example of such restrictions is obtained if a variable
is considered weakly exogenous. Here, for example, because the oil price is
assumed to be an I(1) weakly exogenous variable, with no contemporane-
ous feedbacks from the endogenous variables to the oil price, identification
of the impulse responses of the shock to oil prices does not pose any new
problems. More generally, however, the restrictions on A that are necessary
for identification of these structural effects require a tight description of the
decision-rules followed by the public and private economic agents, incor-
porating information on agents’ use of information and the exact timing
of the information flows. An example of a set of short-run restrictions
of this type was given in Chapter 5, based on a decision-theoretic model
intended to capture the behaviour of the monetary authorities, and these
would allow us to examine the short-run dynamic responses of the sys-
tem to an economically meaningful monetary policy shock. In the section
below, we describe in detail the steps taken to obtain the impulse response
functions under these short-run restrictions. Subsequently, the impulse
responses of these monetary policy shocks are presented alongside those
obtained in response to a reduced form shock to the interest rate equation
to illustrate the differences between the two approaches.

10.1 Identification of monetary policy shocks

The decision problem of the monetary authorities that underlies the iden-
tification scheme we adopt here to analyse monetary policy shocks has
already been articulated in Section 5.1. The aim is to derive the impulse
response functions of the monetary policy shocks, e, of the structural
interest rate equation (5.14) described in Section S.1. This requires the
use of certain a priori restrictions based on the timing of the availability
of information on the variables of interest. Recall from Section 5.1 that
the aim of the monetary authorities is to set the market interest rate r;
by setting the base rate r’. The difference between the two, the term pre-
mium, is influenced by the unanticipated factors such as oil price shocks,

227



Impulse Response and the UK Model

unexpected changes in foreign interest rates and exchange rates. We
assume the market interest rate, r;, and these three variables are determined
on a daily basis, whereas the remaining variables are assumed to be much
less frequently observed. Hence, we decompose z; = (Zp z’Zt)', where
z1e = @0, e,15,1) and zp = (Apt, yt, pr — Py, he — ye,¥), and partition
the structural model (10.1) accordingly:

A1n A Azy e+ et
A1 Ap Azy = ex )’

p-1
1 =a-a [ﬁlzt—l -bi(t - 1)] + Z FiAz, 4,

i=1

el .. Q11 Q12
~1.i.d. |0, .
( et ) [ ( Q1 Q22 )]

Our primary concern is with identification of the impulse responses asso-
ciated with the structural equations explaining the four variables in z;¢,
namely, p?,e;,rf,1:. For this purpose, we adopt the following sets of
restrictions:

where

and

A2 =0, (10.2)

1 0 0

0
—Qeo 1 0 0
0
1

Ay = , (10.3)

—drxo —dr*e 1

—drg  —Adre —Am+

and assume that the covariance matrix of the structural shocks, e1¢, is
diagonal:

wee O 0 0
0 we O 0
0 0 w#+= O
0o o0 0 o

Q1= (10.4)

The first set of restrictions, (10.2), are justified on the grounds that the
variables in z; are much less frequently observed than those in zy, and
hence are unlikely to contemporaneously affect them. The lower triangular
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form of Aj; is motivated by our theoretical derivation of the structural
interest rate equation in Section 5.1, plus the assumption that the UK
exchange rate has a contemporaneous impact on foreign interest rates and
not vice versa.3 The final set of restrictions, (10.4), imposes further identify-
ing restrictions on the structural shocks corresponding to z;; by assuming
that these shocks are orthogonal to each other. For the sub-system con-
taining z,, the assumptions (10.3) and (10.4) are the familiar type of exact
identifying restrictions employed in the literature, and together impose 42
restrictions needed for the exact identification of the impulse responses of
the shocks to e1¢. However, as demonstrated in Appendix B, the impulse
responses associated with e1; are invariant to the identification of the rest
of the system and, in particular, do not require 212 = 0, or A to be a lower-
triangular matrix.* It is also possible to show that in our set-up the impulse
responses of the monetary policy shocks are invariant to a re-ordering of
the variables p?, e; and r} in z;;. Hence, once the position of the monetary
policy variable in z is fixed (in our application after p?, e; and r}), the
impulse response functions of the monetary policy shocks will be invari-
ant to the re-ordering of the variables before and after r; in z;. (A proof is
provided in Appendix B.)

To derive the impulse responses, first recall that the reduced form
equation associated with (10.1) is given by:

p-1
Azr=a—«a [ﬂ/zt_l —-bi(t - 1)] + Z TjAzy_; +uay, (10.5)

i=1

where the reduced form errors can be partitioned as u; = (u’lt,u’Zt)'
conformably with z; = (z},,2),)’, and note that

Q11 =Cov(e1r), X11 = Cov(uyy), Uy = Aﬁlelt-

Then, under (10.2), 11 = A7} @11A]7" and the 10 unknown coefficients
in Aj; and €11 can be obtained uniquely from the 10 distinct elements
of £11. A consistent estimate of ¥1; can be computed from the reduced
form residuals, @i;;, namely £;; = T-1 ZtT=1 11;G,. Under the identi-
fication scheme in (10.3)—(10.4), the impulse response functions of the
effects of a unit shock to the structural errors on z; can now be obtained
following the approach set out in Koop et al. (1996), and discussed further

3 Recall that we are also assuming that the oil price can contemporaneously affect the
macroeconomic variables, but is not itself contemporaneously affected by them.

4 Note also that the impulse response functions of the monetary policy shocks are invariant
to the ordering of the variables in zy;.
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in Pesaran and Shin (1998).5 Let g(n, z : ¢;), i = 0, ¢, r*, 1, be the generalised
impulse responses of ;. , to a unit change in ¢;, measured by one standard
deviation, namely ,/wj;. Then, at horizon n we have

g(n,z:¢)=E (Zt+n [ &ir = / Wii, jl’—l) -E (Zt+n | jt—l) , i=o0,¢ r*) T,

where J;_1 is the information set available at time ¢t —1. Since all the shocks
are assumed to be serially uncorrelated with zero means, (10.5) provides
the following recursive relations in g(n, z : &;):
p-1
Ag(nz:e)=—-MNg(n—1,z: €i)+ZTiA9(n— 1,z:¢) forn=1,2,...,
i=1

(10.6)

with the initialisation g(n,z:¢;) = 0 for n < 0, where I = «f and
Ag(n,z:eg) = gmn,z:¢)) —gn—1,z:¢;). In the case of n = 0 (i.e. the
impact effects), we have

900,z : &) =E(Azt | ¢ = oy, Ir—1) — E (Az¢ | Ip—1) . (10.7)

Under (10.1) and conditional on J;_1, (e, Az})’ is distributed with mean

0
A gy )7
and the covariance matrix

wjj E (e,-tu;)
E(sipus) E (uruy})
In the case where, conditional on J;_1, Az; is normally distributed,

using familiar results on conditional expectations of multivariate normal
densities, we have®

_ E(g;u
E(Az | & = /o3, 3t-1) = A e 1 + %t—)vwﬁ-

1]
A_lelt
Ur = 11 ’
Ut

5 For more details and the application of the approach to structural simultaneous equation
models see Pesaran and Smith (1998).

6 This result provides an optimal linear approximation when the errors are not normally
distributed.

But under (10.2),
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and hence, using (10.7), we have

90,2:6) = — =
' Jwii i E (eiruzt) E (&i «/l(‘l’_li
where 7; is a 4 x 1 selection vector for i = o,e,r* 1. For the oil price
shock 7, = (1,0,0,0), and for the monetary policy shock the selection
vector is defined by 7, = (0,0,0,1). Under the identification restric-

1
tions (10.3) and (10.4), a consistent estimate of Al—llszl?l can be obtained
by the lower triangular Choleski factor of X1;. To consistently estimate
E (%%’) , we note that, under the same restrictions, w;;, i = 0,¢,r*,r, and

1
E(sjus) 1 [ ATE (siee1r) ] _ Afelnlzﬂi (10.8)

the unknown elements of A1; can also be consistently estimated using oy 11-
It, therefore, remains to obtain a consistent estimate of E (g;;uzs). Recall
that e1; = Ajjuys. Hence E (gjrup;) can be consistently estimated by the ith
row of

T
T-! El‘illﬁltﬁlzp
t=1
where Au is a consistent estimate of Aj;. It is clear that the impulse
response functions of shocks to the structural errors, ¢, i = 0,¢,r*, and
r, are invariant to the way the structural coefficients associated with the
second block, zy¢, in (10.1) are identified.

10.2 Estimates of impulse response functions

We now report the estimates of impulse response functions of the endoge-
nous variables of the core model. We begin by describing the impulse
responses to an oil price shock, which is obtained on the relatively uncon-
tentious assumption that oil prices are weakly exogenous. We then present
the impulse responses to a foreign output and foreign interest equation
shock, illustrating the use of the GIR techniques. And we then present the
impulse responses to a monetary policy shock, obtained under the short-
run identifying restrictions and using the method described in Section 10.1
above. We also compare the responses to monetary policy shocks directly
with those to an interest rate equation shock. The macroeconomic analyses
of the effects of these shocks have been of special interest and help provide
further insights into the short-run dynamic properties of our model. We
shall also consider the time profile of the effects of shocks on the long-run
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relationships. Recall that despite the integrated properties of the under-
lying variables, the effects of shocks on the long-run relations can only be
temporary and should eventually disappear. But it is interesting to see how
long such effects are likely to last. These types of impulse response func-
tions are referred to as ‘persistence profiles’ and, as shown in Pesaran and
Shin (1996), they shed light on the equilibrating mechanisms embedded
within the model.

To compute all the impulse response functions analysed, we need an
estimate of the oil price equation.” We decided to exclude domestic vari-
ables from the equation since we would not expect a small open economy
such as the UK to have any significant influence on oil prices. The resultant
oil price equation, estimated over the period 1965q1-199944, is given by:

0 — _0Q. 0.04787 Ap° 2.7731Ay} . +0.4199ApF
APt (802(5)3)9-'- (0.1070) P t_.1+(2.6818) V-1 8575, Pi1

+2.4855A77 | + 201, (10.9)
(11.635)

V0o = 0.1661, xZ:[4] = 1.86, xZ[2] = 6558.9.

where standard errors are in brackets, wgy = var(ey) and stc and x,%, are chi-
squared statistics for serial correlation and normality, respectively. None
of the coefficients are statistically significant at the conventional levels,
although there is some evidence of a positive effect from past changes in
foreign output. The hypothesis that the residuals are serially uncorrelated
cannot be rejected either. But, not surprisingly, there is a clear evidence
of non-normal errors, primarily reflecting the three major oil price shocks
experienced during the period under consideration. These results are in
line with the widely held view that oil prices follow a geometric random
walk, possibly with a drift. Therefore, we base our computations of impulse
responses on the following simple model:

0 =0.0173 + 2¢¢, 10.10
apy =003+ far (10.10)

V0o = 0.16485, x2-[4] = 2.19, xZ[2] = 6399.

10.2.1 Effects of an oil price shock

Over the past three decades, oil price changes have had a significant impact
on the conduct of monetary policy in the UK and elsewhere. Increases in
oil prices have often been associated with rising prices, falling output and

7 This relates to the discussion surrounding (4.44) in Chapter 4.
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a tightening of monetary policy which has in turn contributed to further
output falls. It is important that special care is taken to separate the out-
put and inflation effects of an oil price shock from those of a monetary
shock as they are likely to be positively correlated. In our framework, this is
achieved by treating oil prices as long-run forcing, and by explicitly mod-
elling the contemporaneous dependence of monetary policy shocks on the
oil price shocks, as well as on shocks to exchange rates and foreign interest
rates.®

Figure 10.1 provides the persistence profiles of the effects of a one stan-
dard error increase in oil prices (around 16.5% per quarter) on the five
long-run relationships. Figure 10.2 gives the impulse responses of the oil
price shock on the levels of all the eight endogenous variables in the model.
Both figures also provide bootstrapped 95% confidence error bands (see
Section 6.5 for more details).® All the persistence profiles converge towards
zero, thus confirming the cointegrating properties of the long-run rela-
tions. In addition, the persistence profiles provide useful information on
the speed with which the different relations in the model, once shocked,
will return to their long-run equilibria. The results are generally in line
with those found in the literature, with PPP and output gap relations
showing much slower rates of adjustments to shocks. The effect of the
oil price shock on the output gap takes some ten years to complete. This is
rather slow, but is comparable to those implied by Barro and Sala-i-Martin’s
(1995) analyses of international output series.'? Similarly, deviations from
PPP are relatively long lived, but the slow speed of convergence towards
equilibrium in this relationship is again consistent with existing results
which put the half life of deviations from PPP at about four years for the
major industrialised countries.!! Convergence to the FIP, IRP and MME
relationships is much more rapid, reflecting the standard view that arbi-
trage in asset markets functions much faster than in the goods markets in
restoring equilibria.

8 For an alternative identification scheme applied to the US economy, see Bernanke et al.
(1997).

? Point estimates and 95% confidence intervals are plotted in Figures 10.1-10.10. We also
calculated the empirical means and medians of the bootstrap estimates and generally found
them to be close to the point estimates.

The calculations were performed using GAUSS and the programs are described in Appendix
D. A forthcoming version of Microfit, Microfit 5.0, may also be used to calculate the impulse
responses and persistence profiles reported here. See Pesaran and Pesaran (2006).

10 However, Barro and Sala-i-Martin (1995) assume that output series are trend stationary
and study convergence to a common trend growth rate. The present study assumes the output
series are difference stationary and tests for cointegration between UK and OECD output series.
For further discussion, see Lee et al. (1997, 1998).

11 See, for example, Johansen and Juselius (1992), Pesaran and Shin (1996), or Rogoff (1996).
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Figure 10.1 Persistence profiles of the long-run relations of a positive unit shock
to the oil price.

Turning to the impulse response functions in Figure 10.2, the oil price
shock has a permanent effect on the level of the individual series, reflecting
their unit root properties. Its effect on output has the expected negative
sign, reducing domestic output by approximately 0.24% below its base
after 2.5 years. Foreign output also declines to the same long-run value
but at a much slower speed. On impact, the oil price shock raises the
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tively, of the impulse responses. The confidence intervals are generated from a bootstrap
procedure using 2000 replications.

Figure 10.2 Generalised impulse responses of a positive unit shock to the oil price.

domestic rate of inflation by 0.20%, and by 0.82% after one quarter, before
gradually falling back close to zero after approximately three years. Despite
the higher domestic prices, the oil price shock generates a small apprecia-
tion of the nominal exchange rate, as can be seen from Figure 10.2g. This
initial movement is then followed by further appreciations, although the
process starts to reverse after approximately one year. In the long run, the
nominal exchange rate fully adjusts to the change in relative prices with
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PPP restored but, as noted above, the speed of adjustment is relatively slow.
The oil price shock is accompanied by increases in both domestic and for-
eign interest rates, suggesting a possible tightening of the monetary policy
in response to the rise in oil prices. Domestic interest rates increase by
some nine basis points on impact, rising to 16 basis points after approxi-
mately three quarters, and then falling to a long-run values of eight basis
points above its pre-shock level. The oil price shock affects real money
balances both directly and indirectly through its impact on interest rates.
The overall outcome is to reduce real money balances by around 1% in
the long run. This is indicative of the presence of a strong liquidity effect
in our model. The oil price shock also causes the real rate of interest to
fall, initially by 0.1% and then by 0.7%, before gradually returning to its
equilibrium value of zero.

10.2.2 Effects of a foreign output equation shock

The Generalised Impulse Responses (GIR), outlined in Chapter 6, describe
the time profile of the effect of a unit shock to a particular equation on
all the model’s endogenous variables. The dynamics which result from the
shock will embody the contemporaneous interactions of all the endoge-
nous variables of the system. These are captured by the elements of the
estimated covariance matrix of the shocks to the endogenous variables
which reflects the historical patterns of correlations across the shocks in
the sample period under consideration. There are many issues that could
be analysed through the GIR analysis and here we focus on the effects
of shocks to the foreign output equation. As was noted earlier, unlike the
orthogonalised impulse responses, the GIRs are invariant to the ordering of
the variables in the VAR, and only require that the particular shock under
consideration does not significantly alter the parameters of the model (see
Section 6.1.3).12

Figure 10.3 plots the persistence profiles of the effects of a unit shock
to the foreign output equation for the five long-run relations. The size of
the deviations from equilibrium are much smaller than those compared
to the oil price shock but the pattern is similar. Hence, the PPP and output
gap relations show much slower rates of adjustments to shocks, whilst the
convergence to the FIP, IRP and MME relationships is much more rapid.

Figure 10.4 gives the impulse responses of the foreign output shock
on the levels of all the eight endogenous variables in the model. Given

12 Here we mean policy changes that do not result in significant changes in the covariance
structure of the shocks and/or the coefficients of the underlying VAR model.
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Figure 10.3 Persistence profiles of the long-run relations of a positive unit shock
to the foreign output equation.

the strong positive correlation that exists between foreign and domes-
tic output innovations, the effect of the foreign output shock on impact
is to cause domestic output to increase by approximately 0.3% (see
Figure 10.4d).13 These effects continue to persist over the subsequent
quarters. In the long run, the effect of a unit shock to the foreign output

13 All percentage changes quoted in this section are computed at annual rates.
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Figure 10.4 Generalised impulse responses of a positive unit shock to the foreign
output equation.

equation is to increase both domestic and foreign output by 0.2% above
their baseline values. However, it is important to note that the gap between
domestic and foreign output growths persists even after 20 quarters, with
the foreign output level remaining considerably higher than domestic
output through this time.
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The GIRs for the foreign output shock on the domestic inflation and
the nominal exchange rates are displayed in Figures 10.4f and 10.4g. The
shock initially reduces domestic prices by 0.23% and appreciates the nom-
inal exchange rate on impact by 0.27%. The fall in inflation is reversed
in the following quarter, though, returning to near its baseline value
after about 12 quarters. In the long run, the effect of the foreign output
shock on the domestic inflation rate is zero, so that the effects are purely
temporary.

The effects of the shock on domestic and foreign interest rates are dis-
played in Figures 10.4a and 10.4b. The initial response to the shock is to
increase domestic and foreign interest rates by 11 and six basis points,
respectively. Subsequently the foreign interest rate rises above the domes-
tic interest rate, but eventually this gap disappears, as predicted by the
long-run interest parity relation embodied in the core model.

10.2.3 Effects of a foreign interest rate equation shock

In Figures 10.5 and 10.6, we report the GIRs for a shock to the foreign inter-
est rate equation, where the size of the shock is scaled to ensure that the
foreign interest rate rises by one standard deviation of the error variance
on impact. Figure 10.5 again confirms the varying speeds of adjustments
of the long-run relationships as before.

Figure 10.6 shows the impact effect of the shock to the foreign interest
rate equation is to increase the domestic interest rate by 23 basis points
whilst domestic output is unchanged. Domestic output falls thereafter,
down by 0.37% after four quarters and reaching 0.5% below its baseline
value after approximately 16 quarters. This suggests a complicated rela-
tionship between interest rate and output changes over the course of the
business cycle. The shock to the foreign interest rate equation depreciates
the nominal exchange rate on impact by 0.14% and by approximately
0.5% in the long run.

The effects of the shock on domestic interest rates, foreign interest rates,
and domestic inflation are displayed in Figures 10.6a-b and 10.6f. The fact
that the impulse response function for the foreign interest initially slopes
upwards reflects the highly persistent nature of the interest rate move-
ments in the short run. Perhaps not surprisingly, the domestic interest rate
is much less affected by the shock with the result that, during the first three
years following the shock, the foreign interest rate tends to rise above the
domestic interest rate. This interest rate gap (relative to its baseline value)
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Figure 10.5 Persistence profiles of the long-run relations of a positive unit shock
to the foreign interest rate equation.

will eventually disappear, however, as predicted by the long-run interest
parity relation embodied in the core model.

The initial effect of the interest rate shock on domestic inflation is to
increase the rate of inflation by 0.13% followed by 0.57% after one quar-
ter, and 0.88% after four quarters. This effect is reversed from this point
onwards, with the inflation rate falling to be approximately 0.1% above
its baseline value after about 14 quarters. In the long run, the effect of
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Figure 10.6 Generalised impulse responses of a positive unit shock to the foreign

interest rate equation.

the interest rate shock on the domestic inflation rate is zero. Through-
out, the effects of the shock to the foreign interest rate equation on real
money balances are negative, which is in line with the strong negative
effect of interest rates on real money balances obtained at the estimation

stage.
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10.2.4 Effects of a monetary policy shock

We turn now to the more economically meaningful monetary policy
shocks or, more precisely under our identification scheme set out in
Chapter 5, the non-systematic (or unanticipated) component of the policy.
Recall that the shock is defined by e, the shock in the structural equation
for the market interest rate, and allows oil prices, exchange rates and for-
eign interest rates to have contemporaneous effects on r¢. The algorithms
necessary for the computation of the associated impulse responses are set
out above in Section 10.1.

Figure 10.7 presents the persistence profiles of the effects of one standard
error unexpected increase in the interest rate (i.e. a rise of 91 basis points)
on the five long-run relations of the model.

As with the previous shocks, the effects of the monetary policy shock on
these relations disappear eventually, but the speed with which this occurs
varies considerably across the different arbitrage conditions. The interest
parity condition is the quickest to adjust followed by the Fisher inflation
parity, the monetary equilibrium condition, purchasing power parity and
the output gap. It is worth emphasising that, in our model, the long-run
equilibrium condition for interest rate parity rules out the phenomena
observed in Eichenbaum and Evans (1995), where a contractionary mone-
tary policy shock could result in a permanent shift in the interest rate
differential.

On impact, the effect of the monetary policy shock is most pronounced
on the money market equilibrium condition, resulting in a 12.7% unex-
pected excess supply of money. With foreign interest rates unchanged on
impact (by construction), the shock raises the domestic interest rate above
the foreign interest rate by 91 basis points, but it also raises the real inter-
est rate by 59 basis points while leaving the real exchange rate unchanged.
The output gap is initially left intact, reflecting a lagged response of real
output to interest rate changes. However, the contractionary impact of
the shock on domestic output (relative to the foreign output) begins to be
seen after the second quarter, with domestic output falling below foreign
output by 0.29% after two years.

The impulse response functions for the effects of the monetary
shock on the various endogenous variables in the model are given in
Figure 10.8.

Most of these plots exhibit familiar patterns. After the initial impact, the
domestic interest rate declines at a steady rate settling down after approx-
imately four years at an equilibrium value of five basis points above the
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Figure 10.7 Persistence profiles of the long-run relations of a positive unit shock
to monetary policy.

baseline value. In tandem with the fall in the interest rate, the excess sup-
ply of money declines to approximately 8.6% after one year, then to 5.0%
after two years, reaching its equilibrium after approximately five years.
These results clearly show the presence of a sizeable ‘liquidity effect’ in
our model following the unexpected tightening of the monetary policy.14

14 See, for example, the analysis of liquidity effects in Pagan and Robertson (1998).
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Figure 10.8 Generalised impulse responses of a positive unit shock to monetary
policy.

The monetary policy shock has little immediate effects on the real side
of the economy. The contractionary effects of the policy begin to be felt on
output and real money balances after one quarter. The impulse responses
of domestic and foreign output are given in Figures 10.8d and 10.8e,
each showing a relatively smooth decline to around 0.46% and 0.17%,
respectively, below base after two and half years. The speed of adjustments
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of the two series differ, however, as was seen clearly from the persistence
profile of the output gap presented in Figure 10.7c. Figure 10.8f provides
evidence of the well-known ‘price puzzle’, as inflation increases in imme-
diate response to the contractionary monetary shock, falling back to close
to zero after three years. Note, however, that with the exception of the first
few quarters the inflation responses are insignificantly different from zero
so that, insofar as the puzzle is apparent, the underlying long-run relations
ensure that the anomaly are observed in the short run only.

The impact effect of the monetary policy shock on the nominal
exchange rate is zero by construction but, as can be seen from Figure10.8g,
the shock causes the exchange rate to appreciate by around 0.5% in the
following period. The exchange rate remains roughly constant for the sub-
sequent year and then depreciates back to close to its original level after 20
quarters. This pattern is reasonably consistent with the Dornbusch (1976)
overshooting model which would predict a large initial appreciation in
the exchange rate in response to a monetary contraction, followed by sub-
sequent depreciation to its long-run level. Certainly it matches well the
broader view of overshooting discussed in Eichenbaum and Evans (1995)
in which there might be a sequence of periods of appreciation followed by
depreciation because of secondary effects of the shock on risk premia,
speculative behaviour and information imperfections relating to the per-
manence of the shock. Moreover, this time profile for the exchange rate is
observed in a set of responses in which interest rate parity is re-established
relatively quickly and in which a positive differential of domestic over for-
eign interest rates is associated with a constant or depreciating exchange
rate as suggested by UIP. This accords well with theory, therefore, and
is in contrast to the ‘ exchange rate puzzle’ observed by Eichenbaum
and Evans (1995) in which the interest rate differential is maintained
indefinitely and is associated with a persistently appreciating exchange
rate. 15

By way of comparison, we also provide here the time profiles of the
effects of shocks to a unit (one standard error) increase in the domes-
tic interest rate equation. Figure 10.9 provides the persistence profiles
of the effects of a unit shock to domestic interest rates (the size of the
shock is scaled to ensure domestic interest rates rise by one standard
error on impact) on the five long-run relationships. Figure 10.10 gives the

15 See Gali and Monacelli (2005) for a small open economy model which shows the key
difference between alternative rule-based policy regimes as being one of the relative amount
of exchange rate volatility.
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generalised impulse responses of a unit shock to the interest rate on the
levels of all the eight endogenous variables in the model.

As is immediately apparent, the time profiles of the impulse responses
of Figures 10.9 and 10.10 are very similar, in both size and shape, to those
plotted in Figures 10.7 and 10.8 resulting from the identified monetary
policy shock. This may not be too surprising as the impulses in the two
experiments are clearly related and the long-run properties of the systems
are the same. However, there are differences between the two which are
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Figure 10.9 Persistence profiles of the long-run relations of a positive unit shock
to the UK interest rate equation.
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Figure 10.10 Generalised impulse responses of a positive unit shock to the UK
interest rate equation.

important in terms of interpretation of the responses. In particular, the
response of the exchange rate in Figure 10.10g shows important differences
to those in Figure 10.8g, indicating a depreciation of the exchange rate on
impact in response to the positive shock to interest rates. Moreover, the
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positive differential of domestic over foreign interest rates observed over
the first ten quarters is associated in Figure 10.10g with an appreciating
exchange rate. It is worth emphasising that the GIRs obtained for the shock
to the interest rate equation in Figure 10.10 take into account the contem-
poraneous innovations in the other variables typically observed when the
interest rate is shocked. It does not have the interpretation of a monetary
policy shock and one should not expect to be able to relate the profile
of responses to economically motivated dynamics as we could those for
Figure 10.8. But the comparison with the responses of Figure 10.8, which
do have this reasonable match with an economically motivated interpre-
tation, illustrates well both the strengths of the GIR analysis of reduced
form shocks and its limitations.

10.3 Trend/cycle decomposition in cointegrating VARs

In this section, we consider a decomposition of the variables in the UK
model into trends and cycles, with the former further decomposed into
deterministic and stochastic components, following Garratt, Robertson
and Wright (2005, GRW). As we shall see, the stochastic components
will be present only if the underlying VAR contains a unit root. The
decomposition can be viewed as a multivariate version of the well-known
Beveridge-Nelson (BN) permanent/transitory decomposition, but has the
advantage that it is characterised fully in terms of the observables.!6 We
illustrate the analysis with an empirical example, highlighting the perma-
nent components of selected variables of the core VEC model of the UK
economy developed in the earlier chapters.

It is worth noting that the choice of a permanent trend/transitory cycle
decomposition relies on a priori assumptions on the extent of the corre-
lation between permanent and transitory innovations. In the literature,
views have ranged from the assumption that the innovations arise from
the same sources (so that the correlation is perfect) to the assumption that
they are entirely unrelated (so that the correlation is zero). Decompositions
in the spirit of BN assume that shocks to the transitory component and
to the stochastic permanent component have a correlation of one. This is
in contrast to the unobserved component’s approach to permanent and

16 Beveridge and Nelson (1981) describe the decomposition in the case of a univariate spec-
ification. For a multivariate version of the BN decomposition, see Stock and Watson (1988)
and Evans and Reichlin (1994). Other decompositions are provided by Gonzalo and Granger
(1995), Proietti (1997), Hecq, Palm and Urbain (2000), and Gonzalo and Ng (2001).

248

Trend/Cycle Decomposition

transitory decomposition, for example, which assumes the correlation is
zero.7

To explain our proposed decomposition scheme, suppose we take any
arbitrary partitioning of zz = (y;, X;)’ into permanent trend, z’; , and

transitory cycle, ztc components of the form:
7z =27 +2{, (10.11)

where the permanent component may be further subdivided into deter-
ministic and stochastic components

z) =2h +24.

Following GRW, we define the deterministic and the stochastic trend
components of z;, respectively, by

zh, =go+gt,

zfy = lim By (2o — Zhyp) = i Er[2e0n— 80— g+ 1], (1012)

where gp is an m x 1 vector of fixed intercepts, g is an m x 1 vector of
(restricted) trend growth rates, t is a deterministic trend term, and E¢(-)
denotes the expectations operator conditional on the information at time
t, taken to be {2;,2;_1,...,2o}. Then we have

Zf = hllm Et (Zt+h - gh) . (1013)
—00

This definition of permanent trend has a number of important features
that are worth emphasising

Remark 1 Even if we are interested in the permanent/transitory decomposi-
tion of the endogenous variables, yt, we would still need to work with the VECM
in z; since this allows for long-run restrictions as well as for the short-term
interactions that might exist between y: and X;, under which the perma-
nent/transitory properties of X; would have a direct bearing on those of yt. This
point reaffirms the desirability of multivariate approaches to trend/cycle decom-
position over the univariate such as the Hodrick and Prescott (1997) and the
original Beveridge—Nelson decompositions.

17 For a description of this alternative approach, see Harvey (1985), Watson (1986), Clarke
(1987) and Harvey and Jaeger (1993). A review is provided in Canova (1998). Recently, Morley
et al. (2003) have shown in a univariate context that when the (identifying) restriction in the
unobserved components model that trend and cycle innovations are uncorrelated is relaxed,
both decompositions will be identical.
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Remark 2 The stochastic permanent component of zF, namely zk,, satisfies
the property:18
Jim E¢ (i) = 220 (10.14)

S

which is a limiting martingale property shared by the random walk models.
Recall that a process Xt is said to follow a martingale process if E¢ (X¢1n) = Xt
for all h. In the context of cointegrating VAR models, zft satisfy the martingale
property in the limit, whilst the permanent component of the BN decomposition
is a martingale process and satisfy the property for all h. To establish the limit
martingale property, (10.14), we first note that

E: (Zt+h - Zs,t+h) =k (Zf,t+h) +Et (Zgh) :

Since z{, , is transitory, hlgx;° E; (Ztc+h) = 0, and therefore

,}Ln;oEt (Zt+h - Zs,t+h) = ,}E&Et (zf,t+h) .
Then, the result in (10.14) follows using (10.12).

Remark 3 As pointed out earlier the definition of the permanent component
given by (10.13) has the advantage that it is defined directly in terms of the
observables {zt,z;_1, ..., 20}. But this does not render it unique. For example,
suppose that z; is cointegrated and co-trended such that p’z; + co is a stationary
process with zero mean, and set zEf = zF+ B'z:+co. Then it readily follows that

,}L’&Et (Zf,};h) = hlggEt (Z£t+h) =zj;.

Therefore, zftp is also a stochastic permanent component with the same limiting
martingale property as zk,.

10.3.1 Relationship of GRW and BN Decompositions

For a comparison of the BN and GRW decompositions, it is instructive
to consider the UK model, which is given by the following vector error
correction specification with restricted (deterministic) trend coefficients:!?
p-1
Azz=a—af [z-1—y(t— D]+ ) TiAZ ;+uy. (10.15)
i=1
18 The deterministic permanent components are the same for GRW and BN.

19 See, for example, equation (10.5) and note that under case IV, b; = #’y, where y is an
m x 1 vector of restricted trend coefficients.
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Denote the deviation of the variables in z; from their deterministic
components as Z;, namely

Zt =2t — 8o — 8t
Then in terms of Z; we have

-1
AZr=a—af go— (Im—zri g-af (g-v)t-1
i=1
-1
—afZ_1+ Z TiAZ; ;+uy.

i=1

Since Z; has no deterministic components by construction, it must be that

p-1
a=afgo+|Im—) Ti|8g (10.16)
i=1
and
Bg=8v. (10.17)
Hence
p-1
AZy = —af ;1 + Z T;AZ;_; +uy, (10.18)
i=1
or, equivalently,
- )4
Z=) ®7i+uy, (10.19)

i=1
where
@& =Ip+T1—af, &;=T;-T;1,i=2,...,p—1, & =-Tp1.
The BN decomposition of z; can now be written as?0
zt =29+ gt + C (1) syt + C* (L) (ur — up), (10.20)

20 See also Stock and Watson (1988) and Evans and Reichlin (1994), and the discussion in
Section 6.2.1.
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where
t o)
su =) w, C*L)=Y CiL,
i=1 i=0

C; = Ci_19; +Ci &+ +Ci—P¢P’ fori= 1,2,...,

with Cyp = I, C; = —(Im — ®1),and C; = 0 for i < 0; C;.'“ = C;'*-—l + C;, for
i=1,2,...,withC} = Co—C(1),and C(1) = >0 Ci. Hence, the stochastic
trend in this approach is defined by

t
BN =cq) zl u;, (10.21)
=

and satisfies the martingale property
E; (zgﬁh) =2z5N, forall h.

The two decompositions differ in the way the permanent stochastic com-
ponents are defined and yield identical results only in the case where z;
follows a random walk model, possibly with a drift. This arises in the case
of univariate models, or in the case of multivariate models without cointe-
gration.2! For example, considering univariate models, Morley et al. (2003,
p- 3) also define zEN by

2y = Jim Ey (2410 - gh),

and show that it reduces to BN = c1) > i1 ;. Therefore, at first it
appears that the two definitions, zf, = limy,_, o, Er (24 — gh) and zBN =
C (1) XL, u; are the same in general. But as noted above and the applica-
tions below illustrate this is not true in the multivariate case where z; is

cointegrated.

10.3.2 Computation of the GRW decomposition

As noted earlier, the GRW decomposition also has the advantage that it can
be computed directly from the error correction or the VAR representation
intermsofz,z_q,..., Zt_py1. For computational purposes it is convenient
to use the companion form of (10.19) given by

Zt =FZ; 1+U;, t= 1,...,T,
21 Note, however, that the two decompositions are based on the same deterministic trend

specifications, with the restrictions on 8, defined by (10.17), applicable to both.
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where
Et zt— 1 u;
~ Zt 1 ~ f7%) 0
Z; = ’ Zt = . ’ Ut = ’
mpx1 mpx1 : mpx1
Et—p+l Et—p 0
[ @1 &, &3 D1 D) ]
IL,. 0 O 0 0
P | 0 In O 0 0
mpxmp -
0O 0 o 0 0
| 0 0 O Im 0 |

It is easily seen that

h-1
Zeon=FZ,+ E FUp .
=0
Therefore, we have
h-1 o h1
Zeon =JF"Ze+ ) JPUrp =JFZe+ Y (16 ) upny,
=0 j=0
and
Et (Zt4n) = JF'Z,,
where J ={,,0,...,0) is a selection matrix.

mxmp .
In the case of the cointegrating VAR system with I (1) variables, the

eigenvalues of the underlying VAR model are either on or inside of the
unit circle, and thus we have

Zy = lim Bt (Ze,) =JF¥Zs, (10.22)

where F*® is the limit of F” as h — oo. In the case where all the variables
in the VAR are stationary, F° = 0 and z; will have no stochastic trend
components. But in the general case where z; contains I(1) variables (and
possibly cointegrated), F* tends to a finite non-zero matrix and the overall
trend component of z; will be given by

zf = Jlim By (zen — gh) = 80 + gt +JF¥Zs. (10.23)
— 00
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The cycle or the transitory component of z; is then defined simply as
Ztc= Zy — Zf .

In the applications below we set the vector of intercepts, go, so that the
cyclical components have mean zero.

10.3.3 An application to the UK model

To compute the decomposition described above, all the required para-
meters can be estimated from the maximum likelihood estimates of the
underlying VEC model, except for g. Note that under Case IV, the estima-
tion of the cointegrating VAR yields an estimate of 8y, and y cannot be
separately identified from g in the presence of cointegration. But, noting
that Az, is stationary with mean g, we can estimate g by estimating

Az = g+ B, (1024)

subject to the restrictions g'g = B’y with g’y given by the maximum
likelihood estimates, say B’y. A consistent estimate of g can be obtained
by application of the SURE procedure to (10.24) subject to the restrictions,
B'g = B'y. A more efficient estimator can be obtained by exploiting the
serial correlation properties of #; as well.

In the case of the UK model where

Zt = (P‘t)let)r;lrtl APt;}’t,Pt —P;Iht —'}’t,}’:),;
g§= (go:ge:gr*pgr:gAp,gy;gp~p*,gh_y,gy*),
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Also, the estimated version of the model yields

0

. 0

By= 0
—0.007300

0

This yields the following restrictions
8e = 8p—p*s 8 = 8&rr 8y = &y*» & = 0.007300/56.098, and gr = gap.

The presence of a linear trend in the money demand equation implies
a very small but a non-zero value for g, (= 0.00013). We decided to set
& = 0 as it is unlikely that the trend in the money demand equation
could prevail in the very long run. Therefore, we estimate g subject to the
following restrictions:

8e = 8p—p*) §y = &y and Sap =& =8 = 0,
and obtained the estimate,
€ = (0.018557,0.002179,0, 0,0, 0.005256,0.002179, —0.007287, 0.005256)’.

Using these estimates together with the estimated parameters from
equation (10.15), we can construct a permanent/transitory or trend/cycle
decomposition.

To illustrate the decomposition, Figures 10.11-10.18 plot a range of tran-
sitory and permanent components for some selected endogenous variables
of the model. Figure 10.11 plots the actual series and the GRW permanent
component of domestic output y;. The GRW permanent component of UK
GDP is not as smooth as other trend estimates and it is also subject to some
fairly significant downward, as well as upward, shifts at various points in
the sample. However, the important point here is that, by construction,
the permanent component of y; is perfectly correlated with the permanent
component of y;. This interesting feature, that the permanent stochastic
components of the variables that cointegrate and co-trend should be per-
fectly correlated, also applies to the pairs r; and r}; and r; and Ap; (once
the long-run theory restrictions are imposed).

In Figure 10.12, we plot the transitory component of the UK output
alongside the transitory component of inflation so that we might look
at the cyclical movements in the inflation-output trade-off.?? Given our

22 To provide a clearer picture of the relationships we have normalised all the transitory
components so that they have mean zero over the sample period under consideration.
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Figure 10.11 Actual UK output (y;) and the GRW permanent component.
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Figure 10.12 GRW transitory components of UK output and inflation: y; and Ap;.

explicit multivariate approach to detrending, the figure automatically
takes account of the interactions between the variables when analysing
the nature of the relationship between output and inflation. As the figure
shows, there is a limited degree of positive co-movement between infla-
tion and output, with a correlation coefficient of just 0.14, which is
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Figure 10.13 GRW and BN transitory components of UK output: y;.

consistent with a demand-shock view of the business cycle, but the cyclical
dependence seems rather weak. A sub-sample analysis could well be more
revealing here.

Figure 10.13 plots the GRW and BN transitory components for y;. There
is a clear degree of consensus between the two series, reflected in a correla-
tion coefficient of 0.827, although the BN transitory component suggests
higher growth in the early 1960s but lower growth in the late 1990s.
In fact, there is a high degree of co-movement between the GRW and
BN transitory components for all the endogenous variables, with corre-
lation coefficients of 1.00, 0.965, 0.980, 0.997, 0.999, 0.901 and 0.929
for eg, rf, e, Ape, pr — P, bt — yr and yf, respectively. The two decomposi-
tions yield the same result for the exchange rate due to its random walk
property.

Figure 10.14 plots the GRW transitory components of y; and y;.?3 The
most noticeable feature is the limited degree of co-movement exhibited
by the two series, with a correlation coefficient of 0.28, particularly in the
late 1960s, early 1980s and late 1990s. For a comparison, Figures 10.15
and 10.16 plot the BN and Hodrick-Prescott (HP) transitory components
of the same two series.?* Both the GRW and BN decompositions show

23 To make any meaningful comparison between the transitory components of variables
with different levels we require that each variable be mean zero and hence we first de-mean
(using the sample mean) the transitory components.

24 The HP filter uses a smoothing parameter value of 1600.

257



Impulse Response and the UK Model

8
6 —yUK
- - - y* Foreign
- 4
c
8
& 2-
o
S o ST E—
c .
c v .
<_2_ o V‘-~"‘. .
-44 o .
)
61,
-8

65q1 67q3 70q1 7293 75q1 7793 80q1 82q3 85q1 87¢3 90q1 92q3 95q1 97g3

Figure 10.14 GRW transitory components of UK and foreign output: y; and y;.
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Figure 10.15 BN transitory components of UK and foreign output: y; and y}.

a low degree of co-movement between the transitory components of
UK and foreign output, although the correlation coefficient is slightly
higher at 0.38 (as compared to 0.28) in the case of the BN decompo-
sition. The degree of co-movement between the HP transitory y; and
yf components is noticeably higher, yielding a correlation coefficient of
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Figure 10.16 Hodrick-Prescott transitory components of UK and foreign output:
yr and yf.

0.69. A tentative implication therefore is that the univariate HP filter
overstates the degree of co-movement between the transitory compo-
nents (i.e. induces highly synchronised business cycle for the UK relative
to the rest of the world); the multivariate VECM, which imposes the
long-run restrictions, does not support such a high degree of short-run
synchronisations.

Figure 10.17 plots the transitory components of r; and r}. As in the
case of y; and y}, the restriction that the permanent components are per-
fectly correlated is imposed. Here, our zero growth rate assumption on
r+ and rf implies that the change in the permanent component of these
series is determined purely by the stochastic part (where the determin-
istic part is fixed at its initial value, see Figure 10.6). The co-movement
between domestic and foreign interest rates is positive and reasonably
strong, with a correlation coefficient of 0.5. The transitory component of
domestic interest rates is more volatile but part of this difference reflects
the fact that foreign interest rates are measured as the average of inter-
est rates in a number of countries and hence is likely to be relatively
smooth. Figure 10.18 plots the actual 7; series alongside its permanent
component. We see here that a large part of movements in r; could
be defined as transitory, with the permanent component showing little
variations.
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Figure 10.17 GRW transitory components of UK and foreign interest rates: r
and r}.
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Figure 10.18 Actual and GRW permanent component of UK interest rates: .

10.4 Concluding remarks
In this chapter, we have illustrated how we might use our modelling

approach in the analysis of shocks through the use of both GIR and struc-
tural identified impulse responses. The cointegrating VAR model is not
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only able to provide a reasonably flexible characterisation of the short-
run dynamics of the macroeconomy but, by making explicit the link
with the long-run relationships suggested by economic theory, it also
enables us to consider explicitly the links between ‘structural’ and ‘observ-
able’ shocks and provides an appropriate treatment of the analysis of the
model’s dynamic properties. Our use of Persistence Profiles show directly
the dynamic effects of system-wide shocks to the equilibrium relations.
Hence, for example, the estimated profiles illustrate clearly the differen-
tial speeds of response to the disequilibria involving financial variables
compared to those involving real magnitudes. Our use of the Generalised
Impulse Response functions allows us to investigate the effects of spe-
cific shocks to particular equations in the model, gaining insight on the
dynamic response to particular events without the use of arbitrary ortho-
gonalisation assumptions and without losing sight of the relationships
that exist between the innovations and the underlying economic model.

There are, of course, a variety of other impulse response analyses that
can be conducted using our model. Bernanke et al. (1997) and Cochrane
(1998), for example, suggest counter-factual exercises aimed at distinguish-
ing the effects of systematic changes to monetary policy rules from those
that influence the economy’s intrinsic propagation mechanisms. As a sec-
ond example, one might consider impulse response functions associated
with a once-and-for-all shift in the intercept of the interest rate equation.S
This would help, for example, identify the time profile of the effects of
shifts in the target variables for output growth or inflation reduction, i.e.
Aw' in (5.12) of Chapter 5. The model presented in this book provides a
potentially fruitful framework with which to investigate these and other
counter-factual policy exercises.

Our discussion of the trend/cycle decomposition also highlights the
importance of allowing for the long-run restrictions in identification and
estimation of the transitory components. For example, by abstracting from
the long-run relations that might exist in cross-country outputs, the use
of univariate approaches such as the Hodrick-Prescott filter is likely to
over state the degree of business cycle synchronisations that exist across
countries.

25 This is equivalent to a GIR function with certain zero restrictions on the error correction
covariances.
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