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The folder ‘Code MixMix’ contains 5 files with codes written in R (version 3.0.0)
to estimate a sparse hierarchical mixture of mixtures model as defined in Sections 2
and 3 of the paper. The code was tested on the Windows 7 platform. The following
R packages are required: bayesm 2.2-5, GIGrvg 0.1, MASS 7.3-26, MCMCpack
1.2-4.1, mclust 4.0.

• Simulation I II DataSet.R is the main file. Data can be generated according
to either simulation setup I (Section 4.1) or simulation setup II (Section 4.2).
Alternatively the ‘Fleabeetles data set’ can be used. Then the code in file
Analysis.R is sourced and the mixture of mixtures model is estimated. The
output consists of the initial classification of the observations and the number of
observations assigned to the different clusters during MCMC sampling. Finally,
the number of estimated clusters, the misclassification rate and the adjusted
Rand index (see Section 5 of the paper) are displayed.

• Analysis.R: This file contains the code to specify the number of mixture clus-
ters K, subcomponents L, the number of iterations M and burn-in draws
burnin. Additionally, the values φB and φW (see Section 2.3), the prior hy-
perparameters and initial values for the simulations are defined. The function
MixOfMix estimation simulates all parameters from the posterior distribution.
The function gives the following posterior draws back:

– the subcomponent means µkl (‘Mu’),
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– the weighted cluster means µk (‘Mu k’),

– the cluster weights η (‘eta’),

– the cluster allocations S of the observations (‘S alt matrix’),

– the adjustment factors λkr (‘lam matrixKj’),

– the number of observations assigned to the different clusters (‘Nk matrix alt’),

– the modes of the the weighted cluster means µk and the modes of the
subcomponent means and covariance matrices (‘mode list’).

Then the number of non-empty clusters is estimated by K̂0. The function
clust FS K0 clusters the weighted cluster mean draws µk into K̂0 clusters,
reorders all other draws according to the obtained classifications, removes all
non-permutation draws and gives the remaining draws back. The K̂0 clusters
with their corresponding samples are now identified. The observations are
assigned to the cluster which they were assigned most often to during MCMC
sampling. If the true classification is known, the resulting classification error
can be computed. The estimated cluster distributions can be plotted.

• MixOfMix estimation.R contains the function of the same name to simulate
from the posterior mixture of mixtures distribution according to the MCMC
sampling scheme given in Appendix A.

• clust FS K0.R contains the function of the same name to cluster the draws in
the point process representation and delivers the reordered draws.

• rmvnormMix.R contains the function of the same name to generate draws from
a normal mixture distribution.
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