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ABSTRACT

In measuring latent variables, marketing research currently defines measurement as the assignment of numerals to objects. On this basis, marketing researchers utilize a multitude of avenues to measurement. However, the scientific concept of measurement requires the discovery of a specific structure in the data allowing for the inference of a quantitative latent variable. A review of the quite diverse approaches used to measure marketing constructs reveals serious limitations in terms of their suitability as measurement models.

Adhering to a revised definition of measurement, this paper finds that the Rasch model is the most adequate available. An empirical example illustrates its application to a marketing scale. Furthermore, this study investigates how instructions about response speed and the direction of an agree–disagree scale impact the fit of the data to the Rasch model and to confirmatory factor analysis. The findings are diametrically opposed, with Rasch suggesting more plausible conclusions. Rasch favors well-considered responses and the agree–disagree scale, while factor analysis supports spontaneous responses and the disagree–agree format. The adoption of the Rasch model as the foundation of measurement in marketing promises to promote more advanced and substantial construct theories, is likely to deliver better-substantiated measures, and will enhance the crucial link between content and construct validity.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Testing theories about structural relationships between latent variables is the key objective of scientific market research (Howell, Brevik, & Wilcox, 2007). The analysis of such relationships relies on solid measurement models of the latent variables involved. Therefore, the issue of proper measurement is of utmost importance (Day & Montgomery, 1999) and represents a crucial field of enquiry (Lee & Hooley, 2005). Today, researchers utilize a multitude of approaches to measurement. Scientific marketing research is eclectic, regarding methodology (Creswell, 1994) in general and multivariate analysis techniques (Dahlstrom, Nygaard, & Crosno, 2008) in particular. A comprehensive range of methods is indeed advantageous in statistical analysis. However, the multiplicity of measurement approaches may actually be an obstacle to the advancement of quantitative research in marketing. It makes measurement appear to be a statistical task, involving fitting a model to a data set.

However, measuring latent variables is a scientific undertaking sui generis, which goes beyond a mere statistical problem (Michell, 1986, 1990). Specifically, a measurement model has to comply with the requirements of quantification. Therefore, model selection should not rest upon convenience, fit to the data (Andrich, 2004) or its extensive use in the discipline in the past (Stewart, 1981). This paper presents a scientific rationale for the requirements of measurement and then determines which measurement model best meets these requirements.

Firstly, a brief review of the approaches most widely used in marketing scrutinizes their suitability in tackling the challenge of measurement. Then, an empirical example, exploring the effects of response instructions and response scale direction, illustrates the applicability of an alternative measurement model in comparison to the traditional factor analytic approach.

2. Current approaches to measurement in marketing

2.1. Classical test theory

Measuring latent variables in marketing predominantly follows classical test theory (CTT) (Churchill, 1979; Lord & Novick, 1968). The fundamental idea of CTT is the separation of the true score from the error score, which add up to the observed score. The most popular CTT model is the congeneric model (Jöreskog, 1971), which applies this logic to the item level and explicitly accounts for the latent variable as the factor score.

However, the alleged explanation of an observed phenomenon using two unobservable components provides little insight and defies empirical rejection. Particularly, CTT fails to accomplish the goal of measurement, which is precisely what a measurement theory must
do. Rather, CTT treats scores as measures (Howell et al., 2007) and refers to aggregate statistics such as correlations and covariances, which presuppose measurement rather than justify quantification.

The linear relationship between the manifest score and the latent variable implies another shortcoming of CTT. While the span of the latent variable is theoretically infinite, the range of the manifest item score is limited to the number of response options provided. This potentially leads to floor and ceiling effects, when respondents hit the boundaries of the scale. In practice, researchers select items so that the mean respondent score is near the center of the scale and the distribution of the scores is close to normal (Likert, 1932) to avoid these effects.

As a result, all items typically characterize only a limited range of values of the latent variable, in terms of assessing how much of the property the items represent. Singh (2004) refers to this issue as the problem of narrow bandwidth. However, whether floor or ceiling effects occur also depends on the distribution of respondents. Hence, factor loadings and item reliability are contingent on the sample composition, even if the items are suitable indicators of the latent variable.

The sample dependence also entails that overall reliability confounds the properties of the instrument (error variance) and of the sample (true score variance). Hence, a low reliability need not imply a bad scale, especially when the sample is very homogeneous. In contrast, a high reliability may be a consequence of a heterogeneous sample, with many respondents hitting the floor or ceiling of the item scale. A general threshold for the reliability of a scale, such as the value of 0.7 recommended by Nunnally (1978), is therefore hard to defend.

Finally, a measure of an individual respondent or the mean of a group of respondents can only be interpreted in relation to measures of other respondents or the overall mean. In CTT, explicating a person’s measure with reference to the items is impossible.

2.2. Formative models

CTT occasionally faces criticism in terms of the assumed flow of causality from the latent variable to the items called reflective indicators (Edwards & Bagozzi, 2000). Several authors suggest formative indicator models, or index models, where causality flows from the items to the latent variable, as an alternative to traditional scale development (e.g., Diamantopoulos & Winklhofer, 2001; Jarvis, Mackenzie, & Podsakoff, 2003; Mackenzie, 2003; Rossiter, 2002). In a formative model, the items define the construct. Since formative indicators represent different components of the construct, the index variable is typically multidimensional.

Therefore, formative indicators need not correlate, nor are they interchangeable. Validation procedures employing factor analysis and reliability estimation based on internal consistency are therefore inappropriate. Besides content validity, external validity plays an important role (see Diamantopoulos & Winklhofer, 2001).

Procedures common in CTT are inapplicable because formative models do not deal with a measurement problem per se. Index variables are composite variables, often misinterpreted as latent variables (Stenner, Burdick, & Stone, 2008; Stenner, Stone, & Burdick, 2009; Ping, 2004). An index summarizes multiple measures (Borsboom, 2005) and, as such, presumes the measurement of all its components. Unfortunately, papers on formative models typically obscure the crucial difference between measurement and summarizing measurements. The only case where formative models do deal with measurement is the multiple indicators multiple causes model (MIMIC, Edwards & Bagozzi, 2000; Jöreskog & Goldberger, 1975), which features both reflective and formative indicators. However, the relationship between the formative indicators and the latent variable actually constitutes a structural model, whereas the reflective indicators form the measurement model (Howell et al., 2007; Wilcox, Howell, & Breivik, 2008).

According to Jarvis et al. (2003, p.203) the condition that “changes in the construct are not expected to cause changes in the indicators” argues for a formative model. The notion of indicators that actually do not indicate a change in the construct demonstrates that formative indicators are not concerned with the problem of measurement. Thus, formative and reflective models do involve the potential for misspecification. However, the misspecification does not take place within the sphere of measurement but between a measurement model and a structural model. Consequently, the formative model is not a measurement model (Ping, 2004), notwithstanding its potential usefulness as a summary of measures, for example for the purpose of prediction.

2.3. The C-OAR–SE approach

C-OAR-SE stands for construct definition–object representation–attribute classification–rater entity identification–selection of item type and answer scale–enumeration and scoring rule (Rossiter, 2010, p.2). The approach (Rossiter, 2002, 2010), which sets out to replace psychometrics, reveals many of the shortcomings of CTT. Psychometrics, according to Rossiter (2010), merely model the relationship between measures and scores, relying excessively on statistics to assess validity, while ignoring the construct and disregarding content validity. In C-OAR-SE, the construct definition includes the object to which the attribute refers (e.g., a particular company), and the rater entity (e.g., consumers), as well as the attribute itself (e.g., service quality).

Diamantopoulos (2005) criticizes this definition, but Rossiter’s argument deserves close attention. The interpretation of measures across different objects and/or different raters in traditional measurement typically treats the differences as if they do not matter. Rossiter’s view is diametrically opposed to this belief, as different objects (or raters) imply different constructs. However, an empirical science could, and should, make this an empirical question and seek appropriate evidence. The hallmark of C-OAR-SE though is its reliance on content validity, that is expert validation, as the only essential type of validity. Reminding us of the importance of content validity is a merit indeed. However, C-OAR-SE abandons statistical analysis and thereby decouples the task of measurement from the empirical evidence (Finn & Kayande, 2005). Hence, C-OAR-SE captures the essence of measurement incompletely and lacks the requirements of a measurement theory. Nevertheless, C-OAR-SE, interpreted as an understandable counter-reaction to the overreliance on sometimes doubtful statistical measurement models, vividly reminds us of the importance of content validity.

2.4. Item response theory

In contrast to CTT, item response theory (IRT; Hambleton, Swaminathan, & Rogers, 1991) focuses on individual responses to particular items rather than aggregate statistics. All IRT models specify a respondent location parameter, which is the measure of ultimate interest, and a set of item parameters, typically a location and a discrimination parameter. The item location parameter specifies the amount of the property the item accounts for. A logistic, s-shaped function models the relationship between the respondent location and the response probability, given the item properties.

The item characteristic curve (ICC) depicts this function graphically. The item discrimination parameter determines the slope of the ICC. The logistic function accommodates the fact that the manifest score is restricted to a small number of responses, bounded between a minimum and a maximum. With polytomous items, rather than modeling the item score, each individual response category is considered explicitly, thus accounting for the discrete character of the responses.

IRT models differ in terms of the parametrization of the items. The Birnbaum model (1968) features a discrimination parameter for each item. In contrast, the Rasch model requires item discrimination to be equal across items. This difference has important theoretical and
philosophical consequences. Specifically, the Rasch model has unique properties, with specific objectivity (Rasch, 1977) as its defining characteristic. Thus, Rasch models are a separate class to be distinguished from the general IRT models (see Andrich, 2004). While general IRT seeks an optimal description of the data, in Rasch measurement the model takes precedence over the data. Where the data do not fit the Rasch model, IRT proponents resort to a more general model, whereas advocates of the Rasch model take this to indicate serious problems, rejecting the hypothesis of measurement.

Singh (2004) presents an introduction to the use of IRT as a measurement model in marketing, focusing on the Birnbaum model (1968) for dichotomous responses. Applications of Rasch measurement in marketing are still scarce but their number appears to be increasing (e.g., Bechtel, 1985; Bechtel & Wiley, 1983; Ganglmair & Lawson, 2003a, 2003b; Ewing, Salzberger, & Sinkovics, 2005; Salzberger & Sinkovics, 2006).

2.5. Conclusion

The approaches to measurement in marketing differ widely. CTT focuses on correlation statistics, reliability and factorial validity, with causality flowing from the latent variable to the items. Formative models reverse the causality and use content validity as their prime justification but also refer to external validity. The C-OAR-SE approach neglects empirical evidence based on respondent data, focusing on content validity and expert judgment. IRT models the individual item response as a non-linear function of the latent variable and item properties. However, general IRT and the Rasch model hold very different views as to the precedence of the data versus the model. The question arises: how is it possible that a range of vastly different approaches can all purport to yield interval scale measures of latent variables? The answer lies in the definition of measurement in the social sciences.

3. Definition of measurement

3.1. Current definition of measurement in marketing

The current definition goes back to Stevens (1946, 1951), according to whom “[m]easurement is the assignment of numerals to objects or events according to rules” (1951, p.1). Interestingly, the definition typically remains implicit. Even methodological contributions being critical of formative measurement models (e.g., Wilcox et al., 2008) remarkably do without an explicit definition of measurement. This fact implies that Stevens’ definition is effectively unchallenged.

Stevens never specified the rules exactly, merely pointing out that they have to be consistent (Stevens, 1959). However, the assignment of numerals to objects or events simply describes the process of coding. Coding is essential as it summarizes observations but measurement aims to infer a quantitative latent variable from these coded observations. All of the approaches discussed are compatible with Stevens’s non-committal definition. More than 30 years ago, Jacoby (1978, p.91) pointed out that “most of our measures are only measures because someone says that they are, not because they have been shown to satisfy standard criteria”. Stevens’s definition provides no guidance as to the sort of empirical evidence required. However, the type of support informs the proper choice of a measurement model.

3.2. The role of the measurement model

The definition of a construct is a vivid description of what the researcher has in mind. Although a definition cannot be true or false as such, the construct that is defined may or may not have a counterpart in the real world. A suggested construct implies a hypothesized latent variable, an ontological claim (Borsboom, 2005), which is subject to empirical corroboration. Researchers typically imply that the suggested and measured latent variable exists independently of the measurement. Thurstone (1928, p.532), for example, speaks of “real attitude”. Borsboom (2005, p.38) points out that the realist interpretation is the only view that “can be consistently attached to the formal content of latent variable theory”.

With structural relationships between latent variables, the empirical analysis has to corroborate the theory. The same principle applies to a hypothesized latent variable. The measurement model has to provide empirical criteria which address the ontological claim and therefore allow for tentatively accepting the construct as real. Rossiter (2010) is correct when objecting to measures that derive their justification solely from the application of a psychometric model. Indeed, content validity is indispensable, as is construct validity. The assessment of construct validity has to account for the empirical consequences of content validity and the requirements of quantity.

Most so-called measurement theories fail to incorporate the requirements of quantity. C-OAR-SE (Rossiter, 2010, p.13) rejects construct validity altogether. Formative models are incompatible with the “formal content of latent variable theory” (Borsboom, 2005, p.58). CTT is concerned with a decomposition of variance, which can be useful but presumes rather than constitutes measurement. In contrast, IRT seems to be the most promising candidate as it provides a model of how measurement can be accomplished. However, only a revised definition of measurement would allow a decision in favor of a particular IRT model.

3.3. A revised definition of measurement

Stevens’s definition of measurement is a reaction to the apparent inability of psychology to qualify as a quantitative science based on the definition of measurement in the natural sciences (see Michell, 1986, 1999). By adopting Stevens’s definition, the social sciences, first, disconnected quantification and measurement and, second, contributed to the separation of social from natural sciences. The concept of measurement can only regain its rigor in the social sciences by returning to the uniform definition of measurement of the natural sciences. In the latter, measurement “is the process of discovering ratios” (Michell, 1999, p.14) that are independent of the measurement unit. For example, when the measurement of length reveals that two objects are in a ratio of 3:1, this holds true regardless of the unit. The measurement of an attribute of an object involves comparisons with a unit” (Michell, 1999, p.186) and “[the unit of measurement on any scale for any quantitative attribute ... is that magnitude of the attribute whose measure is 1” (Michell, 1999, p.13).

Michell (1997, 1999, 2003) distinguishes between two tasks of measurement. The scientific task, concerned with evidence that the latent variable actually is quantitative, tackles the ontological claim. The instrumental task deals with the actual implementation of measurement. Measurement based on assignment neglects the scientific task, which “sounds a warning to us about the nature of measurement in the social sciences” (Balnaves & Caputi, 2001, p.51). The scientific task of measurement consists of showing that the measures sustain additivity. Properties such as length allow for a direct empirical demonstration of additivity using concatenation operations (Michell, 1990). In the social sciences, evidence of additivity is indirect, similar to derived measurement in the natural sciences. Density, for example, is a function of mass and volume. The discovery of constants that emerge when an increase in mass by a particular ratio is counterbalanced by an increase in volume by the same ratio, provides evidence that density is quantitatively (Michell, 1999). The same principle is applicable in the social sciences (Luce & Tukey, 1964).

3.4. Axioms of measurement

The axiomatic framework of measurement, outlined by Hölder (1901) and translated into English by Michell and Ernst (1996,
Rasch model does not require any assumptions about the distribution
(see Karabatsos, 2001), which refer to order relations between the
parameters in the data matrix. The probabilities of a response, implied
by the measurement model, should comply with these conditions.
Single cancelation requires, for example, that if a respondent has a
higher probability of agreeing with item v than with item w (one pre-
mise), then this has to be true for all respondents (one consequence).
Double cancelation entails two premises and one consequence (see
Karabatsos, 2001, for details). The cancelation conditions force the
ICC to be parallel. Since general IRT models allow for intersecting
ICCs due to unequal item discrimination, they are incompatible with
the axioms. In contrast, Rasch models do comply with the cancelation
conditions.

3.5. Specific objectivity in the Rasch model

Specific objectivity (Rasch, 1977) is the defining feature of the
Rasch model. This principle implies the requirement of invariance,
which provides a more intuitive avenue to the Rasch model. In prac-
tical terms invariance means that person measures have to be inde-
pendent of the items researchers actually use (provided all items
are suitable for measuring the same latent variable) and vice versa
(the item measures have to be independent of the people). Invariance
is a property of the model as much as it is of the data. The Rasch
model builds upon invariance but empirical data may falsify this
requirement. The extent to which the invariance is given determines
the boundaries of the frame of reference within which the measures
are meaningfully comparable.

4. The Rasch measurement approach

The Rasch model accommodates dichotomous responses (dichoto-
mous Rasch model, Rasch, 1960) as well as responses to polychotomous
items (Andrich, 1978a, 1978b, 1988; Masters, 1982). In the dichoto-
mous case, the difference between the person location parameter \( \theta \)
and the item location parameter \( \theta_i \) governs the probability of a positive
(affirmative) response by respondent \( v \) to item \( i \) (Eq. (1)). Item dis-
crimination is implicitly set at 1 for all items.

\[
P(a_{vi} = 1) = \frac{e^{(\theta_v - \theta_i)}}{1 + e^{(\theta_v - \theta_i)}} \quad (1)
\]

For the estimation of the person and item location parameters, the
conditional maximum likelihood estimation (CML; Molenaar, 1995)
and the pairwise estimation approach (Andrich & Luo, 2003; Zwiendemann, 1995) lend themselves particularly well as they main-
tain the invariance property. In contrast to CTT and general IRT, the
Rasch model does not require any assumptions about the distribution
of the parameter persons.

The polychotomous Rasch model specifies a set of threshold paramet-
er \( \tau_{ij} \), which characterize the response categories of a polychotomous
item. \( \tau_{ij} \) indicates the transition point between two adjacent response
categories, \( j \) and \( j+1 \), within item \( i \), thus representing the point
where responses to two adjacent categories are equally likely. The
average of the \( m-1 \) threshold parameters for an item with \( m \) response
categories represents the overall location \( \theta_i \) of that item.

The empirical threshold estimates are not restricted at all and can
thus be in any order (Andrich, 1995a, 1995b). Disordered threshold
estimates indicate that the response categories fail to function as
meanings.

\[
P(a_{vi} = x|\theta_v, \tau_{ij}, j = 1...m, 0 < x \leq m) = \frac{e^{(\sum_{j=1}^{x-1} - \tau_{ij}) + x \cdot (\theta_v - \theta_i)}}{\gamma} \quad (2)
\]

Besides parameter estimation, testing the fit of the data to the
Rasch model is crucial and is a comprehensive task, with no single
routine capturing all possible occurrences of lack of fit. A visual com-
parison of the empirical ICC, representing the actual mean scores of
groups of homogeneous respondents (dividing the continuum into
several classes), with that expected under the model provides a first
insight into the functioning of the item. A chi-square test of fit pro-
vides statistical evidence. Other statistics, such as the fit residual
statistic in RUMM 2030 (Andrich, Sheridan, & Luo, 2010), highlight
under- or overdiscrimination of the actual item. In the case of polyto-
mous items, an investigation of the order of the threshold parameters
should accompany the interpretation of fit statistics. Ignoring re-
versed thresholds invalidates the scoring of successive categories.

The invariance property offers another avenue for testing fit. A
likelihood-ratio test assesses whether item calibrations from different
subsets of respondents are equal up to random variation. A test of
item differential functioning (DIF) investigates the same principle at
the item level. DIF means that an item works differently for different
subgroups, defined by, for example, gender, culture, or other personal
factors. Ideally, a measurement instrument is free of DIF. However,
the retention of a DIF-affected item is possible, provided invariant
items define the metric of the latent variable unequivocally. In this
case, the estimation of location parameters for DIF items occurs sepa-
rately for different groups.

Local independence, that is the lack of local dependence (LD), is
another important criterion of fit. LD means that two items remain re-
lated after accounting for the latent variable. In most cases, LD is due
to multidimensionality or response dependency. Response depen-
dency occurs when agreeing with one item logically entails agreeing
with another. The analysis of residual correlations allows for an assess-
ment of LD. Values outside the interval of \( -0.2 \) and \( +0.2 \) require atten-
tion. Combining items into a super-item, or omitting one, may solve LD
in this case. If multidimensionality prevails, the latent variables should
be disentangled. A principal component analysis (PCA) of the item res-
siduals helps to determine whether unidimensionality is questionable.
The eigenvalues of the PCA should not deviate from a random pattern,
as determined, for example, by parallel analysis (Allan & Hubbard,

No unique path assesses fit as one kind of problem in the data may
affect another. The power of the test of fit is another relevant issue.
Besides sample size, the targeting of the instrument is the main deter-
minant of power. When the person distribution grossly mismatches
the distribution of item locations, the items do not discriminate be-
tween the respondents and vice versa. The person-separation-index
(PSI; Andrich, 1982) gives the proportion of true variance in the per-
son estimates over total variance, which includes error variance. The
PSI corresponds to the coefficient alpha in CTT.

The validation of a measurement instrument should encompass
more than just quantitative fit statistics. The fit of the data to the
Rasch model is a requirement but does not necessarily imply that
the hypothesis of the latent variable receives support. Since the
Rasch model builds on the variation of the items, in terms of the


\[
ICC = \frac{1}{\gamma} \quad (3)
\]

The ICC describes the expected item score as a function of the person loca-
tion, while the category characteristic curves depict the probability of
each category.

\[
P(a_{vi} = x|\theta_v, \tau_{ij}, j = 1...m, 0 < x \leq m) = \frac{e^{(\sum_{j=1}^{x-1} - \tau_{ij}) + x \cdot (\theta_v - \theta_i)}}{\gamma} \quad (2)
\]
amount of the property they represent, it is possible to establish a link between content validity and construct validity. Ultimately, the order of the empirical item locations should correspond to the expected order according to the conceptual definition of the construct (Wilson, 2005).

5. Empirical example

5.1. Function of the empirical example

The empirical example illustrates the applicability of the Rasch model to an existing scale in marketing, compared to CTT, but does not aim to provide evidence that the Rasch model is superior since the suitability of a measurement model is a theoretical problem. Empirical exemplifications are incapable of justifying the adequacy of a measurement model. This philosophy is in sharp contrast to the traditional view, according to which a multitude of models may serve the purpose of measurement. However, the revised definition, which the natural sciences have always used, forces researchers to grant precedence to theory over data.

In addition, the study investigates the psychometric effects of differently directed response scales and response instructions in an experimental setting.

5.2. New Environmental Paradigm (NEP) scale

Given the pressing problems related to environmental issues, the effect of overuse of resources is a more topical issue than ever in consumer behavior research (Griskevicius, Tybur, & Van den Bergh, 2010; Kilbourne, Beckmann, & Thelen, 2002). In 1978, Dunlap and Van Liere (1978) proposed the New Environmental Paradigm Scale (NEP), comprising 12 items. The theory behind the scale is built on a literature review as well as input from environmental scientists and ecologists. Later, Dunlap, Van Liere, Mertig, and Jones (2000) suggested a revised 15-item NEP scale (now signifying New Ecological Paradigm) without greatly altering the construct definition. While omitting four items from the original, the revised instrument features seven new ones. Research on pro-environmental orientation has frequently utilized the original scale (Dunlap et al., 2000). In terms of dimensionality, empirical evidence based on factor analysis is quite mixed. While some studies report multiple dimensions, Dunlap et al. (2000) suggest a revised 12 items. The theory behind the scale is built on a literature review as well as input from environmental scientists and ecologists. Later, Dunlap, Van Liere, Mertig, and Jones (2000) suggested a revised 15-item NEP scale (now signifying New Ecological Paradigm) without greatly altering the construct definition. While omitting four items from the original, the revised instrument features seven new ones. The present example uses the original NEP scale (see Table 1) as, from a Rasch perspective, the new items seem to be more problematic than the original ones. However, future empirical research has to examine how the new items blend in.

Table 1

<table>
<thead>
<tr>
<th>12 NEP items administered in the questionnaire (Dunlap &amp; Van Liere, 1978).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nep 1</strong></td>
</tr>
<tr>
<td><strong>Nep 2</strong></td>
</tr>
<tr>
<td><strong>Nep 3</strong></td>
</tr>
<tr>
<td><strong>Nep 4</strong></td>
</tr>
<tr>
<td><strong>Nep 5</strong></td>
</tr>
<tr>
<td><strong>Nep 6</strong></td>
</tr>
<tr>
<td><strong>Nep 7</strong></td>
</tr>
<tr>
<td><strong>Nep 8</strong></td>
</tr>
<tr>
<td><strong>Nep 9</strong></td>
</tr>
<tr>
<td><strong>Nep 10</strong></td>
</tr>
<tr>
<td><strong>Nep 11</strong></td>
</tr>
<tr>
<td><strong>Nep 12</strong></td>
</tr>
</tbody>
</table>

Another reason for using a scale measuring environmental attitudes is its potential susceptibility to socially desirable responses, which is important given the interest in the effects of different response instructions.

5.3. Experimental setting

The scale presented to the respondents uses three times two experimental design giving six conditions. The first factor provides three types of response instruction; the second two types of response scale. A random allocation of respondents ensures internal validity.

5.3.1. Response instructions

While many published marketing scales do not specify a desired speed of response, some ask for spontaneous responses or, less often, explicitly invoke a well-thought-out response. The Imagery Vividness scale (Childers & Heckler, 1985) instructs respondents to “consider carefully the picture that comes before your mind’s eye” (Bruner & Hensel, 1996, p. 321). Examples of scales asking for spontaneous responses include the Novelty Experience Seeking scale (Bruner & Hensel, 1996, p. 454; Venkatraman, 1991; Venkatraman & Price, 1990), the Motivation to Work scale (Bruner & Hensel, 1996, p. 967), and the Perception Survey for Health-Care Workers scale (WHO, 2009). Practical guidelines to questionnaire design often mention the lack of spontaneous responses as a drawback. Namkai (2010) advises questionnaire developers to “[a]sk [the] respondent to give [a] spontaneous response to know his top of mind awareness”.

Empirical studies on the effects of response instructions are scarce in marketing research but experimental research in psychology contributes a few such studies (e.g., Lievens, Sackett, & Buyse, 2009; McDaniel, Hartman, Whetzel, & Lee Grubb Ill, 2007; Wenke & Frensch, 2005). Instructions about speed usually aim to elicit impulsive versus considered answers. Impulsive answers are thought to mirror more intuitive, emotional and subconscious attitudes, while considered ones more cognitive mental processing. Time constraints also impact on the decision-making strategies of respondents (Glöckner & Betsch, 2008).

In the present study, the instructions ask the first group of respondents to carefully consider their responses and think about the pros and cons before choosing a response category and the second group to reply spontaneously without weighing their reaction. Respondents in the third, control group receive no instructions as to response speed.

5.3.2. Response scale direction

The interpretation of the item, the retrieval of relevant beliefs and feelings, and resulting judgment determine the qualitative response (Tourangeau & Rasinski, 1988). The optimal design of the response scale facilitates the transformation of the qualitative into a quantitative response. The literature contains a plethora of studies investigating design options for response scales, for example the appropriate number of response categories (e.g., Weng, 2004), using an odd or even number of categories, the spacing between categories, verbally or numerically labeling response options, and direction of response scale, that is, agreement to the left and disagreement to the right (the A⇒D format) or the reverse (D⇒A).

Evidence in the literature as to which direction performs better is inconclusive. Dickson and Albaum (1975) find no mean differences with semantic differential scales, while Holmes (1974) and Mathews (1929) report a bias towards the left. Sheluga, Jacoby, and Major (1978) find stronger agreement in the A⇒D format, but no differences in terms of variances and reliability. Friedman, Friedman, and Gluck (1988) and Friedman, Herskovitz, and Pollack (1994) confirm this additive bias in college evaluation data. In contrast, Weng and Cheng (2000) find no relevant differences in terms of means, inter-item correlations and covariances, and the factor structure. Bradburn, Sudman, and
Wansink (2004, p. 161) conclude that there is “no good evidence that one form is universally better than another”, as multiple factors apparently interact.

In the present study, half of the respondents have to choose between seven response categories in the A \( \Rightarrow \) D format. The remaining respondents use the reversed format (D \( \Rightarrow \) A). In either case the statement is presented on the left hand side and the response scale on the right.

5.4. Hypotheses

Well-considered responses can be of higher quality in multiple ways. First, the respondent spends more time interpreting the item and retrieving relevant beliefs and feelings. Second, asking respondents to consider their responses encourages them to access their beliefs and feelings more comprehensively. Thus, the judgments should be more valid and the consistency between observed responses and the latent variable enhanced. Hypothesis A therefore proposes that the measurement model fits best when the respondents consider their answers carefully.

On the other hand, well-thought-out responses also increase the chance of social desirability playing a role, because respondents have more time to consider what a socially acceptable response might be. In fact, researchers typically request spontaneous responses as a means of reducing susceptibility to socially desirable responses. Accordingly, hypothesis B states that the mean of the group asked to give well-considered responses will indicate a more pro-environmental attitude than that of the spontaneous group.

In terms of the response scale direction, it is much harder to establish a clear theoretical advantage of one format over the other. The D \( \Rightarrow \) A format is compatible with the usual arrangement of scales in graphical depictions starting at a low (or zero) amount to the left and progressing towards a higher amount to the right. Hypothesis C1 therefore assumes that the D \( \Rightarrow \) A version of the response scale works better than the A \( \Rightarrow \) D format. However, whether or not the response process actually follows this rationale is an issue. Tourangeau, Couper, and Conrad (2004) distinguish between five interpretive heuristics based on the concepts of Gestalt theory, one of which is of particular relevance to the issue at hand. The heuristic “near means close” (p. 370) suggests that respondents interpret stimuli which are presented near to each other as more closely related than those that are spatially separated. This heuristic may also apply to the spatial relationship between the item (the statement) and the associated response scale. Thus, spatial proximity between the statement and the agree-pole of a Likert-type response scale should be more intuitive than proximity to the disagree-pole. This argument leads to hypothesis C2, which expects the A \( \Rightarrow \) D version to better fit the measurement model.

5.5. Data set

The data set comprises a total of 1644 respondents. To collect data, the researchers administered a questionnaire online among students at a major European Business School. The sample is relatively homogeneous in terms of age (mean 25 years, 97% are under 41) and certainly does not represent the entire population. However, since the purpose of the study is not to generalize to the wider population, this restriction is not a severe limitation. Moreover, the Rasch model does not depend on representative samples to the same extent as CTT does. Provided that the data fit the model, the item parameters are independent of the sample composition due to the invariance property of the Rasch model. Tests for differential item functioning, for example based on gender, check the actual sample invariance in the data. However, this approach is limited inasmuch as sample independence cannot extend beyond the characteristics of the respondents actually present in the sample. Thus, respondents over the age of 40 are essentially outside the frame of reference of the current example.

5.6. Scale analysis using the Rasch model

RUMM 2030 (Andrich et al., 2010) provides parameter estimates and fit assessments using the extended Rasch model for polytomous items with unconstrained threshold estimates (Andrich, 1988) and the rating scale model (RSM; Andrich, 1978a), which specifies a uniform threshold structure across all items. The initial scale analysis focuses on the sample of respondents in the control group (no response speed instructions) using the A \( \Rightarrow \) D version of the response scale. This group consists of 273 respondents, which is sufficiently large to assess the item properties appropriately (Ewing et al., 2005).

The analysis proceeds iteratively, that is only one deletion of an item occurs at a time. Eventually, nine items fit the RSM very well. This item set also represents the best fitting analysis within each experimental condition. However, clear differences in terms of overall fit occur across conditions. The person-separation index (PSI) ranges between 0.70 and 0.78 for all analyses. Therefore, the power of the test of fit is satisfactory and roughly equal across conditions with essentially the same sample size.

Two items, 7 and 1 (see Table 1), show a clear lack of fit in terms of the comparison of expected and actual responses eventually resulting in their omission from further analysis. Item 7 works reasonably well for respondents scoring low, with a steady increase in the empirical ICC determined by the dots representing actual mean responses (see Fig. 1). However, most respondents react uniformly to the item. In fact, the wording of the item (see Table 1) may be too sophisticated. The meaning of “controlled industrial growth” leaves some wiggle room. Item 1, “We are approaching the limit of the number of people the earth can support,” appears to lack clear ties to the key construct, whether humans should dominate nature or seek harmony.

Deleting items 7 and 1 leads to a satisfactory fit. However, the investigation of the item residuals reveals noteworthy correlations involving items 4 and 3 (\( r = 0.29 \)), and 4 and 5 (\( r = 0.24 \)), indicating response dependency. The removal of item 4 solves this redundancy. In terms of unidimensionality, the eigenvalue of the first principal component amounts to 1.886, while a parallel analysis (Monte Carlo PCA, Watkins, 2000) gives 1.29. The loadings on the first principal component indicate that items 3, 6 and 10 may depict another dimension, which relates to mankind having the right to dominate the environment.

A comparison of respondent measures based on items 3, 6 and 10 and measures based on the remaining items shows that only 6.96% of all respondents have significantly different estimates. Since the confidence interval for proportions, that is 6.96\% \pm 3.00\%, includes 5\%, which is the chance level of significant differences at \( \alpha = 0.05 \) given unidimensionality (see Smith, 2002, for details), unidimensionality is tenable. For most conditions, the threshold estimates are properly ordered. Any disordering is marginal and appears to be accidental as it occurs at the lower end of the scale where respondents are sparse and information is rather limited.

Finally, a DIF analysis based on gender shows that all items work equivalently for males and females. The targeting of the scale is somewhat limited when applied to students. Their person mean measure is 0.8, which is slightly above the item mean location of 0.0 (see Fig. 2, on which respondents are plotted upwards and items downwards). A limitation lies in the relatively small variation in the item locations, which reduces precision for respondents scoring very low or very high. This shortcoming is not surprising though, as the scale development adhered to classical standards, where variation in item locations is not an issue.

Consequently, a set of nine NEP items performs very well overall with an excellent fit of the data to the RSM (\( \chi^2 (81) = 90.3, p = 0.225 \); see Table 2 for item characteristics and fit indices).
5.7. Experimental conditions

The first analysis (analysis 1, Table 3) refers to the entire sample of 1644 respondents, and all six experimental conditions. The extraordinarily bad overall fit suggests heterogeneity across experimental conditions. Analyses 2 and 3 confine the data set to the $A \gg D$ and $D \gg A$ response scales, respectively. The overall fit remains unsatisfactory in either case. Analyses 4 to 6 refer to homogeneous subsets of the data in terms of response instructions. These analyses deliver a clear indication that the instruction to respond in a well-considered way performs best, with the control group ranking a close second. The instruction to give spontaneous responses results in the worst fitting data.

Since the experimental conditions might interact with each other, analyses 7 to 12 apply to each combination of response instruction and response scale direction. Within the well-considered instruction group and the control group, the $A \gg D$ scale is superior to $D \gg A$. No such difference occurs in the spontaneous response group. This suggests a main effect for the scale direction, favoring hypothesis C2 and rejecting hypothesis C1 (see Fig. 3).

Likewise, use of the instruction to give well-considered responses performs best, while use of the instruction to respond spontaneously impacts negatively on the fit. However, the differences between the well-considered responses and those in the control group are small. This finding suggests another main effect supporting hypothesis A (well-considered responses provide a better fit than spontaneous ones).

Besides the main effects, an interaction effect occurs, as there is no difference between the $A \gg D$ and the $D \gg A$ scale when the instruction prompts respondents to respond spontaneously. Fig. 3 visualizes the main effects and interaction effect.

Since respondents do not necessarily comply with response instructions, the analysis takes the actual response speed into consideration as well (analyses 13 to 18; the 33rd and the 67th percentile of the response speed distribution define the three groups). It turns out that a fast response process leads to a rather bad fit. The same applies to a moderate speed when in conjunction with the $D \gg A$ response scale. A moderate response speed when using the $A \gg D$ scale provides the best fit, with slow responses providing a good fit too. Interestingly, a slow response process seems to allow the respondent to cope with the generally inferior $D \gg A$ scale. Since the PSI is slightly higher in the case of a high response speed, the differences in fit might partly be due to variations in the power of the test of fit. Moreover, individual respondents vary in terms of what constitutes a high response speed for them. In any case, the analyses based on actual speeds confirm the conclusions about response instructions.

Finally, no mean differences occur across any of the investigated conditions. Thus, the study provides no indication that social desirability is more of an influence on well-considered responses or that spontaneous response prevents respondents from considering the issue. Thus, hypothesis B does not receive confirmation.

In summary, the results support hypothesis A (well-considered responses do yield better fitting data), while rejecting hypothesis B (spontaneous responses do not suppress social desirability). In terms of the response format, data based on the $A \gg D$ scale fit better than the reverse $D \gg A$, favoring hypothesis C2 and rejecting C1.

5.8. A classical test theory perspective

The analysis of the same data set based on confirmatory factor analysis (CFA, maximum likelihood estimation, carried out using Mplus, developed by Muthén & Muthén, 2008) aims at comparing the results from the Rasch analysis with CTT. The focus is on the relative differences in the fits of different experimental conditions rather than an absolute fit assessment. The appraisal of fit rests on the $\chi^2$ value and the root mean square error of approximation (RMSEA;
Table 2
<table>
<thead>
<tr>
<th>Item</th>
<th>Location</th>
<th>SE</th>
<th>FitResid</th>
<th>ChiSq</th>
<th>DF</th>
<th>Prob</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nep02</td>
<td>0.06</td>
<td>0.050</td>
<td>0.90</td>
<td>12.43</td>
<td>9</td>
<td>0.19</td>
</tr>
<tr>
<td>Nep03</td>
<td>0.27</td>
<td>0.05</td>
<td>1.42</td>
<td>7.36</td>
<td>9</td>
<td>0.60</td>
</tr>
<tr>
<td>Nep05</td>
<td>−0.17</td>
<td>0.06</td>
<td>3.36</td>
<td>10.33</td>
<td>9</td>
<td>0.32</td>
</tr>
<tr>
<td>Nep06</td>
<td>0.00</td>
<td>0.05</td>
<td>1.99</td>
<td>8.85</td>
<td>9</td>
<td>0.45</td>
</tr>
<tr>
<td>Nep08</td>
<td>−0.20</td>
<td>0.06</td>
<td>−1.76</td>
<td>9.86</td>
<td>9</td>
<td>0.36</td>
</tr>
<tr>
<td>Nep09</td>
<td>0.12</td>
<td>0.05</td>
<td>−0.47</td>
<td>7.41</td>
<td>9</td>
<td>0.59</td>
</tr>
<tr>
<td>Nep10</td>
<td>−0.20</td>
<td>0.06</td>
<td>0.76</td>
<td>18.43</td>
<td>9</td>
<td>0.03</td>
</tr>
<tr>
<td>Nep11</td>
<td>0.23</td>
<td>0.05</td>
<td>0.43</td>
<td>6.25</td>
<td>9</td>
<td>0.71</td>
</tr>
<tr>
<td>Nep12</td>
<td>−0.13</td>
<td>0.06</td>
<td>−0.97</td>
<td>9.37</td>
<td>9</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 3
<table>
<thead>
<tr>
<th>Analysis</th>
<th>Condition</th>
<th>Overall fit</th>
<th>PSI</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Entire sample</td>
<td>$\chi^2(81)=243.22$</td>
<td>0.75</td>
<td>Severe lack of fit implies heterogeneity across conditions.</td>
</tr>
<tr>
<td>2</td>
<td>Response scale A$\Rightarrow$D</td>
<td>$\chi^2(81)=156.03$</td>
<td>0.74</td>
<td>In both groups the overall fit is insufficient.</td>
</tr>
<tr>
<td>3</td>
<td>Response scale D$\Rightarrow$A</td>
<td>$\chi^2(81)=165.75$</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Instruction: spontaneous (I-S)</td>
<td>$\chi^2(81)=156.37$</td>
<td>0.75</td>
<td>The well-considered instruction provides the best fitting response data, while the spontaneous instruction yields the worst fitting data. However, in all groups the overall fit is insufficient.</td>
</tr>
<tr>
<td>5</td>
<td>Instruction: well-considered (I-C)</td>
<td>$\chi^2(81)=125.48$</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Instruction: control group (I-CTRL)</td>
<td>$\chi^2(81)=129.83$</td>
<td>0.74</td>
<td>Within each instruction condition, the A$\Rightarrow$D scale works better, as expected. However, in the spontaneous condition, the difference is negligible.</td>
</tr>
<tr>
<td>7</td>
<td>I-S A$\Rightarrow$D</td>
<td>$\chi^2(81)=121.22$</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>I-S D$\Rightarrow$A</td>
<td>$\chi^2(81)=123.10$</td>
<td>0.75</td>
<td>Within either response scale condition, the well-considered condition yields the best fitting data, while the spontaneous condition performs worst.</td>
</tr>
<tr>
<td>9</td>
<td>I-C A$\Rightarrow$D</td>
<td>$\chi^2(81)=81.66$</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>I-C D$\Rightarrow$A</td>
<td>$\chi^2(81)=106.10$</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>I-CTRL A$\Rightarrow$D</td>
<td>$\chi^2(81)=90.29$</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>I-CTRL D$\Rightarrow$A</td>
<td>$\chi^2(81)=106.47$</td>
<td>0.76</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Fast A$\Rightarrow$D</td>
<td>$\chi^2(81)=111.70$</td>
<td>0.78</td>
<td>The A$\Rightarrow$D version works better than the D$\Rightarrow$A version for respondents who answer fast or at average speed (medium).</td>
</tr>
<tr>
<td>14</td>
<td>Fast D$\Rightarrow$A</td>
<td>$\chi^2(81)=113.71$</td>
<td>0.77</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Medium A$\Rightarrow$D</td>
<td>$\chi^2(81)=84.75$</td>
<td>0.70</td>
<td>The best fit occurs for respondents whose answer speed is average, on the A$\Rightarrow$D format.</td>
</tr>
<tr>
<td>16</td>
<td>Medium D$\Rightarrow$A</td>
<td>$\chi^2(81)=116.36$</td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Slow A$\Rightarrow$D</td>
<td>$\chi^2(81)=95.42$</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Slow D$\Rightarrow$A</td>
<td>$\chi^2(81)=92.42$</td>
<td>0.74</td>
<td></td>
</tr>
</tbody>
</table>
An inspection of the data shows that response patterns based on spontaneous responses differ from those of well-considered responses in two ways. First, more respondents simply replicate their choice of a manifest response category across most items, implying artificial consistency. Second, more respondents disregard intermediate categories and instead resort to extreme responses. In other words, spontaneous responses promote particular response styles. In both instances, actual responses deviate from expected ones under the Rasch model, contributing to the lack of fit. In the Rasch model, respondents should agree with items representing relatively less of the property being measured and disagree with those representing relatively more. Consistent responses to all items run contrary to this expectation. In factor analysis, consistent responses, as those representing relatively more, are considered to be well-considered. Consistent responses to all items run against the expectations of the Rasch model, contributing to the lack of fit. In the Rasch model, respondents should agree with items representing relatively less of the property being measured and disagree with those representing relatively more. Consistent responses to all items run contrary to this expectation. In factor analysis, consistent responses, as those representing relatively more, are considered to be well-considered. Consistent responses to all items run against the expectations of the Rasch model, contributing to the lack of fit.

The reverse is true for well-considered responses. Since the respondents better account for the item content, and therefore its location, their response patterns correspond more closely to what the Rasch model expects. However, the enhanced conformity of the responses with the Rasch model comes at the expense of response consistency. Hence, item intercorrelations decrease and become inconsistent. Therefore, CFA fit deteriorates. The same logic applies to responses based on the D ⊵ A format compared to A ⊵ D. Consequently, the better fit of the spontaneous response data and the D ⊵ A responses in CFA seems to be a methodological artifact.

6. Conclusions, discussion and implications

6.1. A new paradigm of measurement

Measurement in marketing research uses a multitude of diverse approaches which claim to serve the same purpose, quantifying a latent variable. The theoretical review of these approaches in this study raises doubts about the predominant paradigm of CTT but also about most suggested alternatives. Generally speaking, diversity of methods is a great strength in science. However, quantification is a very rigorous concept. The plurality of measurement approaches in marketing research is only possible due to defining measurement as the assignment of numerals. This definition has very little, if anything, to do with the universal scientific concept of quantity. A definition of measurement unique to the social sciences, which obscures the essence of quantity, is neither necessary nor useful. The suggestion of a quantitative latent variable implies an ontological claim. Addressing this claim means providing evidence that the variable is real and adheres to the structure of quantity. Failing to do so is tantamount to speculation, which is harmful to science in the long run. When Stevens invented his definition of measurement by assignment, the social sciences lacked the methodological repertoire and possibly also the understanding of how to tackle measurement in the way the natural sciences do. Today, the social sciences have the necessary models at their disposal and only adherence to tradition prevents researchers from working towards measurement that is on a par with the natural sciences.

A revised definition of measurement based on revealing the structure of quantity clarifies what measurement really means. A special type of IRT, the Rasch model, does exactly that. Several published studies demonstrate the model’s applicability to marketing. The present study adds to this body of evidence, although justifying it is not an empirical problem but requires theoretical considerations. The example presented reveals that the Rasch model and traditional CFA may lead to opposite conclusions, with those drawn from CFA being rather implausible. Nonetheless, many researchers have reservations about the use of the Rasch model. Most notably, many scholars still dispute the model’s applicability for attitude scales. However, this objection is a misunderstanding and totally unfounded. The notion of an item representing more or less of a property applies to physical and attitudinal variables.

On the other hand, the Rasch model is no panacea to all measurement woes. For example, the sample invariance is not an easy solution to inappropriate sampling but a requirement the data must fulfill. Given evidence of invariance, researchers can exploit its power. Invariance allows for the comparison of measures based on different sets of items, thus contributing to a unification of multiple ways to measure essentially the same construct.

Measurement based on the Rasch model implies an unrivaled level of scientific justification, but measurement will not become easier. On the contrary, more deficiencies will become obvious and, in all likelihood, more attempts at measurement will prove unsuccessful. On the other hand, good scales based on CTT principles should withstand re-analysis by the Rasch model, for all intents and purposes. CTT is not wrong as such. It just fails to address the very problem of measurement. Under favorable circumstances, a CTT scale approximates measurement. A Rasch analysis can show whether this is indeed the case. At any rate, the Rasch model gives better directions in terms of how to improve an existing instrument.

Finally, the Rasch model promotes the development of more powerful substantial theories of constructs. Traditionally, content validity addresses facets of a construct. In contrast, the Rasch philosophy additionally asks for the characterization of different levels of the latent variable. The theory should allow for a prediction of the item location. The comparison of these theoretically expected and empirical item estimates considerably enhances the link between content and construct validity. Without the reference to content validity, the fit of the data to the Rasch model may just be a statistical routine. At present, most existing theories of constructs in marketing arguably lack the ability to predict the order of item locations. This shortcoming also illustrates the adverse effects of Stevens’ unsuitable definition of measurement. Thus, researchers must advance the substantial construct theories and at least demonstrate the plausibility of the order of empirical item
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locations. Ideal definitions of constructs specify construct-specification equations (Stenner & Smith, 1982; Stenner, Smith, & Burdick, 1983). Such equations allow for concrete quantitative predictions of item locations. Currently, examples of such sophisticated measurement are scarce (e.g., the Lexile framework for reading ability, Lennon & Burdick, 2004); none seem to exist in the realm of attitude assessment.

Whether measurement in marketing will ever reach this level remains to be seen.

6.2. Response scale direction

In general, the Rasch analysis favors the A → D response scale format in the present study. This scale direction seems to facilitate the response process. However, respondents cope better with the D → A format when they spend more time considering their responses. Instructions to provide well-considered responses are an extrinsic trigger in this context. Other circumstances might also prompt such behavior. High involvement, as a result of interest in the topic or when much is at stake for the respondent, is a possible intrinsic trigger of well-thought-out responses. The conclusion that A → D is superior to D → A represents only preliminary advice. Replications should shed more light on this issue. Specifically, further research should more closely investigate the functioning of differently directed response scales for reversed items. Finally, studies need to challenge the heuristic of spatial proximity.

6.3. Response instructions

When researchers request spontaneous responses, they often do so in order to counteract social desirability bias. Environmental attitudes constitute a construct which should be prone to this distortion. However, the Rasch analysis provides no indication that spontaneous responses are less socially desirable ones. In fact, the data based on spontaneous responses fit the model considerably worse. Consequently, asking for well-considered responses or refraining from mentioning response speed seems to be the better option subject to further empirical investigations.

In the present study, the respondents largely complied with instructions. However, the generalizability of this feature may be questionable. If respondents do not read instructions carefully, or are unwilling to comply, then the effects seen here might dissolve. In practice, the situation can be very complex. High involvement might interfere with a request for spontaneous responses. A long questionnaire might counter a request for well-considered responses. In any case, Rasch analysis offers a powerful tool for putting all these conjectures to the test in the context of measurement.
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