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Sequences and Series

What happens when we proceed ad infinitum?

2.1

Sequence. A sequence (x,)7°; of real numbers is an ordered list of
real numbers. Formally it can be defined as a function that maps the
natural numbers into R. Number x, is called the nth term of the se-
quence. We write (x,) for short to denote a squence if there is no risk if
confusion. Sequences can also be seen as vectors of infinite length.

Limits of Sequences

Convergence and divergence. A sequence (x,)?° ; in R converges
to a number x if for every € > 0 there exists an index N = N(¢) such that
|x, —x| < € for all n = N, or equivalently x, € (x —&,x + £). The number x
is then called the limit of the sequence. We write

X, —X as n—oo, or limx,=x.
n—oo
ag( ay asg a4\
| | L Ul 1 |
I T T I
ai asag () G ag
- f
an
L]
€ (]
O+ Tt e 5
° [ O ¢ n

A sequence that has a limit is called convergent. Otherwise it is called
divergent.

Notice that the limit of a convergent sequence is uniquely deter-
mined, see Problem 2.5.

Definition 2.1

x:N—-R,n—xp,

Definition 2.2



SEQUENCES AND SERIES

Table 2.5

Limits of important
sequences

Example 2.3

Example 2.4

lime =cforallceR

n—oo
oo, fora>0,
lim n* =41, fora=0,
n—oo
0, fora<O.
oo, forg>1,
1, f =1,
lim ™ =< ord
n—00 0, for-1<qg<l,
A, forg=-1.
0, forlq|l>1,
r}g&% =400, forO<qg<1, for |q| £{0,1}.
A, for-1<q<0,

lim (1+1)" =e=2.7182818...

n—oo

The sequences
1)\*® 1111
(an)ic;]_:(_n) :(_7_’_7_7"')_>0
2.1 \2°4°8°16
o 12345
=22 < -

n-1
0. 22 >°%
converge as n — oo, i.e.,

n+1

’3’475’6’ 77"‘

n=1

n-—1

n—oo n—oo ]_) =1. o

1
lim (—) =0 and Ilim
n n+

The sequence
(Cn);il = ((_1)n)20:1 = (_17 17_1’17_1; 1,---)

(dn)ory=(2")02, =(2,4,8,16,32,...)
diverge. However, in the last example the sequence is increasing and not
bounded from above. Thus we may write in abuse of language

lim 2" =c0. &
n—oo

Computing limits can be a very challenging task. Thus we only look
at a few examples. Table 2.5 lists limits of some important sequences.
Notice that the limit of nh_r& Z—Z just says that in a product of a power
sequence with an exponential sequence the latter dominates the limits.

We prove one of these limits in Lemma 2.12 below. For this purpose
we need a few more notions.



2.1 LIMITS OF SEQUENCES

Bounded sequence. A sequence (x,)7°; of real numbers is called  Definition 2.6
bounded if there exists an M such that

bﬁ?unded sequence

x| <M for all n e N.

Two numbers m and M are called lower and upper bound, respec- lower baurd- * ¢ ¢
tively, if m —

m<x,<M, forallneN.

The greatest lower bound and the smallest upper bound are called infi-
mum and supremum of the sequence, respectively, denoted by Supxp e

infx, “A———+—1—11>

in& x, and supx,, respectively.
ne

neN

Notice that for a bounded sequence (x,), Lemma 2.7

x, <supxp forallneN

keN
supXxp Tegesees }E

and for all € > 0, there exists an m € N such that SUPTn 7€ TS

xm>(sup xk)—g . N

keN Xm

since otherwise (supycn %% ) — € were a smaller upper bound, a contradic-
tion to the definition of the supremum.

Do not mix up supremum (or infimum) with the maximal (and minimal) Example 2.8
value of a sequence. If a sequence (x,) has a maximal value, then obvi-
ously max,en Xp = Sup,en Xn. However, a maximal value need not exist.

The sequence (1- %):0:1 is bounded and we have sup,
1 -
sup (1-—|=1. *
neN n
=

However, 1 is never attained by this sequence and thus it does not have
a maximum. ¢

Monotone sequence. A sequence (a,)}, is called monotone if ei-  Definition 2.9
ther a,+1 = a, (increasing) or a,.1 < a, (decreasing) for all n € N.

Convergence of a monotone sequence. A monotone sequence Lemma 2.10
(an)2, is convergent if and only if it is bounded. We then find lim a, =
- n—oo

sup a, if (a,) is increasing, and lim a, = inf a, if (a,) is decreasing.
neN n—oo neN

PrOOF IDEA. If (a,) is increasing and bounded, then there is only a

finite number of elements that are less than sup a, —¢.
neN
If (a,) is increasing and convergent, then there is only a finite num-
ber of elements greater than lim a, + € or less than lim a, —e. These
n—o0 n—oo
have a maximum and minimum value, respectively.
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cessesee )

ey

Em
. — —_—

finitely many la, —al<1

Definition 2.11

Lemma 2.12

Lemma 2.13

Theorem 2.14

PROOF. We consider the case where (a,) is increasing. Assume that
(ap) is bounded and M = sup,cy @n. Then for every € > 0, there exists
an N such that ay > M — ¢ (Lemma 2.7). Since (a,) is increasing we
find M =a,, > M —¢ and thus |a, — M| < ¢ for all n = N. Consequently,
(ap)— M as n — co.

Conversely, if (a,) converges to a, then there is only a finite number
of elements ai,...,a,, which do not satisfy |a, —a| < 1. Thus a, <M =
max{a+1,a1,...,a,} <oo for all n € N. Moreover, since (a,) is increasing
we also find a, = ai. Thus the sequence is bounded. The case where the
sequence is decreasing follows completely analogously. O

For any ¢ € R, the sequence (¢

o 1s called a geometric sequence.

Convergence of geometric sequence. nlim q"=0forall ge(-1,1).
—00

PROOF. Observe that for 0 < g <1 we find 0<q¢” =qg-q" 1 < ¢"! for
all n = 2 and hence ¢” is decreasing and bounded from below. Hence it
converges by Lemma 2.10 and lim ¢" = intl" q".

n—oo n=

Now suppose that m = infl' q" > 0 for some 0 < g <1 and let € =
n=

m(1/q —1) > 0. By Lemma 2.7 there exists a k£ such that ¢* <m +¢. Then

9"l =q-q* < g(m +m(1/qg = 1)) = m, a contradiction. Hence T}LI& q" =0.
If -1 < ¢ <0, then lim |¢"| =0 and hence lim ¢" =0 (Problem 2.6).
n—oo n—oo D

Divergence of geometric sequence. For |¢| > 1 the geometric se-
quence diverges. Moreover, for ¢ > 1 we find lim ¢" = co.
n—oo

PROOF. Suppose M = sup|q”| <oo. Then |(1/¢g)*| =1/M >0 for all n € N
neN

and M = inél(l/q)"l >0, a contradiction to Lemma 2.12, as [1/q|<1. [O
ne

Limits of sequences with more complex terms can be reduced to the
limits listed in Table 2.5 by means of the rules listed in Theorem 2.14
below. Notice that Rule (1) implies that taking the limit of a sequence is
a linear operator on the set of all convergent sequences.

Rules for limits. Let (@), and (b,)5>, be convergent sequences in R
and (c,)2; be a bounded sequence in R. Then

(1) lim (aa, +pby)=a lim a, + B lim b, for all a,f e R
n—oo n—oo n—oo
2) lim(a,-b,)=lima,- lim b,
n—oo n—oo n—oo
a, lim,_.a,

(3) lim — =

n—cod, lim,_..ob,

Gf lim b, #0)
4) lim d’, = (lim an)r
n—oo n—oo

b)) lim(a,-c,)=0 @Gf lim a, =0)
n—oo n—oo



2.1 LIMITS OF SEQUENCES

For the proof of these (and other) properties of sequences the triangle
inequality plays a prominent role.

Triangle inequality. For two real numbers a and b we find
la+b|<lal+1b].
PROOF. See Problem 2.4. O

Here we just prove Rule (1) from Theorem 2.14 (see also Problem 2.7).
The other rules remain stated without proof.

Sum of covergent sequences. Let (a,) and (b,) be two sequences in
R that converge to @ and b, resp. Then

’lILI&(an+bn):a+b.

PRrROOF IDEA. Use the triangle inequality for each term (a, +b,)—(a +b).
PROOF. Let € > 0 be arbitrary. Since both (a,) — a and (b,) — b there

exists an N = N(¢) such that |a, —a| <€/2 and |b,, —b| <&/2 for all n > N.
Then we find

(@, +bn)—(a+b)=lan—a)+ (b, —b)|
Slan—a|+|bn—b|<§+§:£

for all n > N. But this means that (a,, + b,;) — (a + b), as claimed. O

The rules from Theorem 2.14 allow to reduce limits of composite terms
to the limits listed in Table 2.5.

3
lim (2+—2 =2+3 limn2=2+3-0=2
n—oo0 n n—o0
=0
; -n_ -1 . n_l
nh—»rgo@ ‘n ):7113&2—,1:0
1 i 1
hm 1a _Am0TR) g
n_’°°2—% lim 2—%) 2
n—oo n
. . 1
lim sin(n)- — =0 &

N=00 " 12
bounded \’6’

Exponential function. Theorem 2.14 allows to compute e* as the limit
of a sequence:

e*=|lim |1+ — = lim (1+—
m—o0 m m—o0

= lim (1+$)n

n—oo

where we have set n = mx. &

Lemma 2.15

Lemma 2.16

Example 2.17

Example 2.18
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Definition 2.19

partial sum

convergent

Lemma 2.20

2.2 Series

Series. Let (xn)‘r’:’:1 be a sequence of real numbers. Then the associated
series is defined as the ordered formal sum

o0
an:x1+x2+x3+....
n=1

The sequence of partial sums associated to series }.77 ; x, is defined as
n
S,=) x  forneN.
i=1

The series converges to a limit S if sequence (S,)7>; converges to S,
ie.,

[e.e] n
S:izzlxi if and only if S:r}LrgoSn:r}LI&i:Z‘ixi.

Otherwise, the series is called divergent.

We have already seen that a geometric sequence converges if || < 1,
see Lemma 2.12. The same holds for the associated geometric series.

Geometric series. The geometric series converges if and only if |g| < 1
and we find

o0
Y ¢"=1l+q+q®+qP+ = ——.
n=0 l_q

PROOF IDEA. We first find a closed form for the terms of the geometric
series and then compute the limit.

PRrROOF. We first show that for any n =0,

n l_qn+1
Sn= Z qk
k=0 l1-q
In fact,
G k n k & k L k+1
Snl-@)=S,-qS,=) ¢*-q) a*=)Y ¢*-Y q
k=0 k=0 k=0 k=0

oy " e o 1 1
=2 9"-) ¢"=¢ —¢""=1-¢""
k=0 k=1

and thus the result follows. Now by the rules for limits of sequences

_n+l .
1 = L. ifIgl < 1. Con-

we find by Lemma 2.12 lim 37 ¢" = lim ==

n—oo R= n—oo q
versely, if |g| > 1, the sequence diverges by Lemma 2.13. If ¢ = 1, the
we trivially have 3.7 ;1 =oo. For q¢ = —1 the sequence of partial sums is
given by S, = Z;\::O(—l)"a = 1+(-1)" which obviously does not converge.
This completes the proof. O
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Harmonic series. The so called harmonic series diverges, Lemma 2.21

1 1 1 1
Y —=l+-+-+-+-=o00.
n 2 3 4

n=1

PROOF IDEA. We construct a new series which is component-wise smaller
than or equal to the harmonic series. This series is then transformed by
adding some its terms into a series with constant terms which is obvi-
ously divergent.

PrROOF. We find

X1 1 11 11 1 1 1 1 1
Y S=l4 oottt et — + —
'l 2 3 4 5 6 7 8 9 16 17
1 11 11 1 1 1 1
>+ -+ -—-+-+-F+—-+=-+=-+ —+ — + —
2 4 4 8 8 8 8 16 16 32
1(11 1111(1 1)(1
=l+=-+|-+=|+|z+t=o+=+=|+|—= — —
2 4 4 8 8 8 8 16 16 32
2+ [a) &)+ 2) )
=14+=+(=|+[=|+[=]|+[=]|+
2 \2 2 2 2
=00.
2k
More precisely, we have ) %>1+’§—»ooask—>oo. O
n=1

The trick from the above proof is called the comparison test as we
compare our series with a divergent series. Analogously one also may
compare the sequence with a convergent one.

Comparison test. Let ¥7°  a, and Y.7° , b, be two series with0<a, < Lemma 2.22
b, for all n e N.

(a) If Y07, by converges, then }7° ; a, converges.

(b) If Y07 an diverges, then } >0, b, diverges.

PROOF. (a) Suppose that B =3}, b, < oo exists. Then by our assump-
tions0<3} jar<3,  br<BforallneN. Hence Y, ,ay isincreasing
and bounded and thus the series converges by Lemma 2.10.

(b) On the other hand, if 220:1 ay, diverges, then for every M there
existsan N suchthat M <} 7  ap <37 ;b foralln>=N. Hence Y}, by
diverges, too. O

Such tests are very important as it allows to verify whether a series
converges or diverges by comparing it to a series where the answer is
much simpler. However, it does not provide a limit when (b,) converges
(albeit it provides an upper bound for the limit). Nevertheless, the proof
of existence is also of great importance. The following example demon-
strates that using expressions in a naive way without checking their
existence may result in contradictions.
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Example 2.23

Lemma 2.24

Grandi’s series. Consider the following series that has been extensively
discussed during the 18th century. What is the value of

o0
S=) (-1)"=1-1+1-1+1-1+...7
n=0

One might argue in the following way:

1-S=1-1-1+1-1+1-1+..)=1-1+1-1+1-1+1-...
=1-1+1-1+1-...=8

and hence 2S =1and S = % Notice that this series is just a special case
of the geometric series with ¢ = —1. Thus we get the same result if we
misleadingly use the formula from Lemma 2.20.

However, we also may proceed in a different way. By putting paren-
theses we obtain

S=1-H)+1-1)+1A-1)+...=0+0+0+...=0, and
S=1+(-1+1)+(-1+1D)+(-1+1)+...=1+0+0+0+...=1.

Combining these three computations gives

S=5=0=1

D[

which obviously is not what we expect from real numbers. The error in
all these computation is that the expression S cannot be treated like a
number since the series diverges. &

If we are given a convergent sequence (a,);_; then the sequence of
its absolute values also converges (Problem 2.6). The converse, however,
may not hold. For the associated series we have an opposite result.

Let >7°, a, be some series. If }>° ,la,| converges, then }7° a, also
converges.

PROOF IDEA. We split the series into a positive and a negative part.

PROOF. Let Z2={neN:a, =0} and &/ ={n eN: a, <0}. Then
o0 (e0)
mi=) lanl<) lapl<oo and m_= ) laxl< ) lazl<oo
negp n=1 neN n=1

and therefore

o0
Yan=Y lanl— Y lapl=mi—m_
n=1

nez? neN

exists. O

Notice that the converse does not hold. If series }.77 ; a, converges
then 37 ; la,| may diverge.
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It can be shown that the alternating harmonic series

® (-1t 11 1 1
=l-—4+=-—-=-+—-—...=1n2
hoon 2 3 4 5
converges, whereas we already have seen in Lemma 2.21 that the har-
n+l
monic series 22021 |(_1T)L = 2021 % does not not. &

A series Y77 | a, is called absolutely convergent if 37° ; |a,| converges.
Ratio test. A series Y27, a, converges if there exists a ¢ <1 and an
N < oo such that

An+1
ap

<g<1l foralln=N.

Similarly, if there exists an r > 1 and an N < oo such that

An+1
Qn

>r>1 foralln=N

then the series diverges.

PROOF IDEA. We compare the series with a geometric series and apply
the comparison test.

PROOF. For the first statement observe that |a,+1| < |a,|q implies [ay .| <
IaNqu. Hence

00 N 00 N 00
Ylanl= Y lanl+ Y lansrl < Y lanl+lanl Y. g% <oco
n=1 n=1 k=1 n=1 k=1

where the two inequalities follows by Lemmata 2.22 and 2.20. Thus
252 ,a, converges by Lemma 2.24. The second statement follows simi-
larly but requires more technical details and is thus omitted. O

There exist different variants of this test. We give a convenient ver-
sion for a special case.

Qn+l

Ratio test. Let Y°° | a, be a series where nlim exists.
—00

Then }_>° ; a, converges if

. an+1
Iim [——|<1.
n—oo| a,

It diverges if

lim >1.
n—oo| a,

PROOF. Assume that L = lim exists and L < 1. Then there ex-

n—oo
ists an N such that ’ag—:l‘ <g=1- %(l—L) <1 for all n = N. Thus the
series converges by Lemma 2.27. The proof for the second statement is
completely analogous. O

Qn+l
n

Example 2.25

Definition 2.26

Lemma 2.27

Lemma 2.28
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— Exercises

2.1 Compute the following limits:

1\ 2n%-6n2+3n-1
(a) lim (7+(—) ) (b) lim 2% —°n *on
n—oo 2 n=00 7n3-16
. nmod10 . n?+1
(¢) lim 2 (d) lim -]
Tn  4n?-1
. 2 _(_1\yr,3 . _
@ Jirg, ("~ C0"n) O M\ gn—1 " 5-am2

2.2 Compute the limits of sequence (a,);2; with the following terms:

(@) a,=(=D" (1+%) (b) an:ﬁ
© a,=(1+2)" (d a,=(1-2)"
© an=_x ® an=f7+ 5
8 an=5+vn (h) a, =22

2.3 Compute the following limits:

(a) lim (1+ l
n

n—oo

() Lim (1+%)" © lim (1+i)

n—oo n—oo nx

— Problems

2.4 Prove the triangle inequality in Lemma 2.15.

HINT: Look at all possible cases wherea =0 ora<0and b=0and b <0.

2.5 Let (ay,) be a convergent sequence. Show by means of the triangle
inequality (Lemma 2.15) that its limit is uniquely defined.

HINT: Assume that two limits ¢ and b exist and show that |a — 5] =0.

HINT: Use inequality 2.6 Let (a,) be a convergent sequence with lim a, =a. Show that
[lal - 16]| < la - bl. oo

lim |a,|=lal.
n—oo
State and disprove the converse statement.
2.7 Let (a,) be a sequence in R that converge to a and ¢ € R. Show that

lim ca, =ca.
n—oo

2.8 Let (a,)be a sequence in R that converge to 0 and (¢,) be a bounded
sequence. Show that

lim ¢,a, =0.
n—oo
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2.9 Let (a,) be a convergent sequence with a, = 0. Show that
lima,=0.
n—o0
Disprove that lim a, > 0 when all elements of this convergent se-
n—oo
quence are positive, i.e., a, >0 for all n € N.
2.10 When we inspect the second part of the proof of Lemma 2.10 we
find that monotonicity of sequence (a,) is not required. Show that
every convergent sequence (a,) is bounded.
Also disprove the converse claim that every bounded sequence is
convergent.
(e.9)
2.11 Compute )_ g¢".
k=1
2.12 Show that for any a € R, HINT: There exists an
N > |al.
n
lim — =0.
n—oo p!
2.13 Cauchy’s covergence criterion. A sequence (a,) in R is called
a Cauchy sequence if for every € > 0 there exists a number N such
that |a, —a,,| <eforall n,m > N.
Show: If a sequence (a,) converges, then it is a Cauchy sequence. HINT: Use the triangle in-
. lity.
(Remark: The converse also holds. If (a,) is a Cauchy sequence, ednany
then it converges.)
x> 1
2.14 Show that Z — converges. HINT: Use the ratio test.
n=17:
2.15 Someone wants to show the (false!) “theorem”:

If 27 an converges, then 377 , |a,| also converges.
He argues as follows:
Let ?={neN:a, =0} and &/ ={neN: a, <0}. Then

(e8]
Zan: Zan+ Z a, = Z lan|— Z la,| <oo
n=1

nexp neN nezp neN

and thusbothm, =) ,copla| <ocoand m_ =3} ,c 4 la,| <oo. There-
fore

8

lanl= ) lanl+ Y lapl=mi+m_<oo
1

n ne®p neN

exists.






Topology

We need the concepts of neighborhood and boundary.

The fundamental idea in analysis can be visualized as roaming in foggy
weather. We explore a function locally around some point by making
tiny steps in all directions. However, we then need some conditions that
ensure that we do not run against an edge or fall out of our function’s
world (i.e., its domain). Thus we introduce the concept of an open neigh-
borhood.

3.1 Open Neighborhood

Interior, exterior and boundary points. Recall that for any point x €
R" the Euclidean norm | x| is defined as

n
_ _ 2
Ixll=vx'x = E 1xi .
1=

The Euclidean distance d(x,y) between any two points x,y € R" is
given as

dx,y)=lx-yl=vEE-y)x-y).

These terms allow us to get a notion of points that are “nearby” some
point x. The set

B.(a)={xeR": d(x,a)<r}

is called the open ball around a with radius r (> 0). A point a€ D is
called an interior point of a set D < R” if there exists an open ball
centered at a which lies inside D, i.e., there exists an £ > 0 such that
B.(a) = D. An immediate consequence of this definition is that we can
move away from some interior point a in any direction without leaving
D provided that the step size is sufficiently small. Notice that every set
contains all its interior points.

15

Definition 3.1
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Definition 3.2

Definition 3.3

Example 3.4

Lemma 3.5

Theorem 3.6

A point b € R” is called a boundary point of a set D < R" if every
open ball centered at b intersects both D and its complement D¢ = R"\D.
Notice that a boundary point b needs not be an element of D.

A point x € R” is called an exterior point of a set D € R” if it is an
interior point of its complement R* \ D.

A set D < R” is called an open neighborhood of a if a is an interior
point of D, i.e., if D contains some open ball centered at a.

A set D < R" is called open if all its members are interior points of D, i.e.,
if for each a € D, D contains some open ball centered at a (that is, have
an open neighborhood in D). On the real line R, the simplest example of
an open set is an open interval (a,b) ={x € R: a <x < b}.

A set D < R” is called closed if it contains all its boundary points. On
the real line R, the simplest example of a closed set is a closed interval
[a,b]={xeR: a<x<b}.

Show that H = {(x,y) € R2: x>0} is an open set.

SOLUTION. Take any point (xg,yo) in H and set € = xo/2. We claim that
B = B.(x9, yo) is contained in H. Let (x, y) € B. Then ¢ > ||(x,y) — (x0,y0)| =
Vx—x0)2 +(y—50)? = v/(x —x0)? = |x — x9|. Consequently, x > xo— ¢ =
x0— % =% >0 and thus (x,y) € H as claimed. O

A set D < R" is closed if and only if its complement D¢ is open.
PROOF. See Problem 3.6.

Properties of open sets.

(1) The empty set @ and the whole space R are both open.
(2) Arbitrary unions of open sets are open.

(3) The intersection of finitely many open sets is open.

PROOF IDEA. (1) Every ball of centered at any point is entirely in R™.
Thus R™ is open. For the empty set observe that it does not contain any
element that violates the condition for “interior point”.

(2) Every open ball B.(x) remains contained in a set D if we add
points to D. Thus interior points of D remain interior points in any
superset of D.

(3) If x is an interior point of open sets D1,...,D,,, then there exist
open balls B;(x) € D; centered at x. Since they are only finitely many,
there is a smallest one which is thus entirely contained in the intersec-
tion of all D;’s.

PRrROOF. (1) Every ball B.(a) < R"” and thus R” is open. All members of
the empty set @ are inside balls that are contained entirely in @. Hence
@ is open.
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(2) Let {D;};c1 be an arbitrary family of open sets in R”, and let D =
U;er D; be the union of all these. For each x € D there is at least one i € I
such that x € D;. Since D); is open, there exists an open ball B.(x) < D; <
D. Hence x is an interior point of D.

(3) Let {D1,Do,...,D,,} be a finite collection of open sets in R”, and
let D =", D; be the intersection of all these sets. Let x be any point
in D. Since all D; are open there exist open balls B; = B,(x) < D; with
center x. Let € be the smallest of all radii ¢;. Then x€ B.(x) =", B; <
Ny Di =D and thus D is open. O

The intersection of an infinite number of open sets needs not be open,
see Problem 3.10.

Similarly by De Morgan’s law we find the following properties of
closed sets, see Problem 3.11.

Properties of closed sets.

(1) The empty set @ and the whole space R” are both closed.
(2) Arbitrary intersections of closed sets are closed.

(3) The union of finitely many closed sets is closed.

Each y € R” is either an interior, an exterior or a boundary point of
some set D € R"”. As a consequence there is a corresponding partition of
R” into three mutually disjoint sets.

For a set D < R", the set of all interior points of D is called the interior
of D. It is denoted by D° or int(D).

The set of all boundary points of a set D is called the boundary of
D. Tt is denoted by 0D or bd(D).

The union D UAD is called the closure of D. It is denoted by D or
cl(D).

A point a is called an accumulation point of a set D if every open
neighborhood of a (i.e., open ball B.(a)) has non-empty intersection with
D (i.e., D nB.(a)# ). Notice that a need not be an element of D.

A set D is closed if and only if D contains all its accumulation points.

PROOF. See Problem 3.12.

3.2 Convergence

A sequence (x;);7, in R" is a function that maps the natural numbers
into R™. A point x}, is called the kth term of the sequence.
Sequences can also be seen as vectors of infinite length.

£ is the minimum of a finite
set of numbers.

Theorem 3.7

Definition 3.8

Definition 3.9

Lemma 3.10

Definition 3.11

x:N—R" k—xy
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Recall that a sequence (x;) in R converges to a number x if for every
€ > 0 there exists an index N such that |x; — x| < € for all £ > N. This can
be easily generalized.

Convergence and divergence. A sequence (x;) in R” converges
to a point x if for every € > 0 there exists an index N = N(¢) such that
Xy € B.(x), 1.e., |x; — x| <¢, for all 2 > N.

Equivalently, (x;) converges to x if d(xz,x) — 0 as £ — co. The point
x is then called the limit of the sequence. We write

X, —X as k—oo, or limx,=x.
k—o0
Notice, that the limit of a convergent sequence is uniquely determined.
A sequence that is not convergent is called divergent.

We can look at each of the component sequences in order to deter-
mine whether a sequence of points does converge or not. Thus the fol-
lowing theorem allows us to reduce results for convergent sequences in
R” to corresponding results for convergent sequences of real numbers.

Convergence of each component. A sequence (x;) in R" converges
to the vector x in R” if and only if for each j =1,...,n, the real number

(j))Oo
sequence (xk -

converges to x), the jth component of x.

, consisting of the jth component of each vector xp,

PROOF IDEA. For the proof of the necessity of the condition we use
the fact that max; |x;| < |x||. For the sufficiency observe that Ix|12 <
nmax; |x;|2.

PROOF. Assume that x;, — x. Then for every € > 0 there exists an N
such that ||x, —x|| <& for all £ > N. Consequently, for each j one has
Ix;f) -V < Ixz —x|| < € for all £ > N, that is, xzj) — 2,

()
k .
J there exists a number N; such that ng )_ x| <el vn for all k >N ;o It
follows that

n ] ] n
Ixp —x| = \/Z ng) —x®2 < \/Z e2n=Vel=¢
i=1 i=1

Now assume that x;”’ — x) for each j. Then given any € > 0, for each

for all £ > max{N7i,...,N,}. Therefore x;, — x as & — oo. O

We will see in Section 3.3 below that this theorem is just a conse-
quence of the fact that Euclidean norm and supremum norm are equiv-
alent.

The next theorem gives a criterion for convergent sequences. The
proof of the necessary condition demonstrates a simple but quite power-
ful technique.
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A sequence (x3) in R” is called a Cauchy sequence if for every € > 0
there exists a number N such that ||x; —x,,|| <& for all k,m > N.

Cauchy’s covergence criterion. A sequence (x;) in R” is convergent
if and only if it is a Cauchy sequence.

PROOF IDEA. For the necessity of the Cauchy sequence we use the trivial
equality X — X, || = (X —X) + (X — X,,)|| and apply the triangle inequal-
ity for norms.

For the sufficiency assume that ||x; —x,,| < % for all m >k = N;
and construct closed balls El/j(xNj) for all j € N. Their intersection
ﬂﬁlgl/j(XNj) is closed by Theorem 3.7 and is either a single point or

the empty set. The latter can be excluded by an axiom of the real num-
bers.

PROOF. Assume that (x;) converges to x. Then there exists a number N
such that ||x; — x| < &/2 for all 2 > N. Hence by the triangle inequality
we find

I35 =Xl = 1 = %)+ (<= X0)l = I3 =X + X~ Xl < 4+ = =
for all £,m > N. Thus (x;) is a Cauchy sequence.

For the converse assume that for all € = 1/; there exists an N; such
that ||xp —x,, || < % forallm >k =Nj, ie, x, € El/j(xNj) for all m > N;.
Let D;j = ﬂleﬁl/i(XNi). Then x,, € D; for all m > N; and thus D; # ¢
for all j € N. Moreover, the diameter of D; <2/j — 0 for j — co. By The-
orem 3.7, D = ﬂ‘l.’ilﬁl/i(xzvi) is closed. Therefore, either D = {a} consists
of a single point or D = @. The latter can be excluded by a fundamental
property (i.e., an axiom) of the real numbers. (However, this step is out
of the scope of this course.) O

The next theorem is another example of an application of the triangle
inequality.

Sum of covergent sequences. Let (x;) and (y;) be two sequences in
R” that converge to x and y, resp. Then

lim (X +yz) =X+y.
k—oo

PRrROOF IDEA. Use the triangle inequality for each term ||(x;, +yz) - (X +y)| =

(% —x)+ (yr —y)Il.

PROOF. Let € > 0 be arbitrary. Since (x}) is convergent, there exists a
number N, such that ||x; —x| < /2 for all £ > N,. Analogously there
exists a number N, such that |y, -yl <&/2 for all £ > N,. Let N be the

Definition 3.14

Theorem 3.15

Theorem 3.16
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Definition 3.20

greater of the two numbers N, and N,. Then by the triangle inequality
we find for £ > N,

I(xz +yz) -+ Y = I(x —x)+ (yr =W

=l I+ I<t+i=¢
=|xp-x - —+-=€.
k Ye=YlI<3575

But this means that (x; +y) — (x+y), as claimed. O
We can use convergent sequences to characterize closed sets.

Closure and convergence. A set D € R" is closed if and only if every
convergent sequence of points in D has its limit in D.

PROOF IDEA. For any sequence in D with limit x every ball B.(x) con-
tains almost all elements of the sequence. Hence it belongs to the closure
of D. So if D is closed then x € D.

Conversely, if x € cl(D) we can select points x; € B1(x)nD. Then
sequence (xz) — x converges. If we assume that every convergent se-
quence of points in D has its limit in D it follows that x € D and hence D
is closed.

PROOF. Assume that D is closed. Let (x3) be a convergent sequence with
limit x such that x; € D for all 2. Hence for all € > 0 there exists an N
such that x;, € B.(x) for all £ > N. Therefore B.(x)NnD # ¢ and x belongs
to the closure of D. Since D is closed, limit x also belongs to D.
Conversely, assume that every convergent sequence of points in D
has its limit in D. Let x € cl(D). Then By (x)ND # @ for every k €
N and we can choose an x;, in By (X)NnD. Then x;, — x as £ — oo by
construction. Thus x € D by hypothesis. This shows cl(D) € D, hence D
is closed. O

There is also a smaller brother of the limit of a sequence.

A point a is called an accumulation point of a sequence (x;) if every
open ball B.(a) contains infinitely many elements of the sequence.

The sequence ((—l)k)zoz1 =(-1,1,-1,1...) has accumulation points —1
and 1 but neither point is a limit of the sequence. &

3.3 Equivalent Norms

Our definition of open sets and convergent sequences is based on the Eu-
clidean norm (or metric) in R”. However, we have already seen that the
concept of norm and metric can be generalized. Different norms might
result in different families of open sets.

Two norms |-| and |-||" are called (topologically) equivalent if every
open set w.r.t. ||-|| is also an open set w.r.t. |||’ and vice versa.
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b

Thus every interior point w.r.t. ||-|| is also an interior point w.r.t. |||
and vice versa. That is, there must exist two strictly positive constants
¢ and d such that

clxl < lxl"=d x|
for all x e R".

An immediate consequence is that every sequence that is convergent
w.r.t. some norm is also convergent in every equivalent norm.

Euclidean norm |-[lg, 1-norm |-||;, and supremum norm ||-||, are equiv-
alent in R”.

PROOF. By a straightforward computation we find

n
IXlloo = max |a;|< ) |a;l = Ixlly < Z ( max Ile) =nlxlleo
i=1,...,n i=1 J=

n
Ixlloo = max lel—‘/ max lxi12 </ 1xil? = Ixllo
i= i=L...n i=1
n n 2
Ixllg =1/ lxil2 < Z( Jnax IxJ) =vn %l
i=1 i=1 n

Equivalence of Euclidean norm and 1-norm can be derived from Minkowski’s
inequality. Usingx=3" | x;e; we find

n n
L lieillz = 2 /il = .
i=1 i=1

Ixlle =

n
Z x;e;ll =
i=1 2

Conversly we find

Ixly = (i:ilw)z = Z Z o |]2¢

i=1j=1

:nz il - (n; w2y Z il )

i=1j=1

—nz i 12— = Z Z(|xl|—|xj|>2

llj

2 2
<n Z %1% = n lIxIl;
i=1

and thus

Ixll; < v lxllg

Theorem 3.21
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Notice that the equivalence of Euclidean norm and supremum norm
immediately implies Theorem 3.13.

Theorem 3.21 is a corollary of a much stronger result for norms in R”*
which we state without proof.

Finitely generated vector space. All norms in a finitely generated
vector space are equivalent.

For vector spaces which are not finitely generated this theorem does
not hold any more. For example, in probability theory there are different
concepts of convergence for sequences of random variates, e.g., conver-
gence in distribution, in probability, almost surely. The corresponding
norms or metrices are not equivalent. E.g., a sequence that converges in
distribution need not converge almost surely.

3.4 Compact Sets

Bounded set. A set D in R" is called bounded if there exists a number
M such that |x|| < M for all x € D. A set that is not bounded is called
unbounded.

Obviously every convergent sequence is bounded (see Problem 3.15).
However, the converse is not true. A sequence in a bounded set need
not be convergent. But it always contains an accumulation point and a
convergent subsequence.

Subsequence. Let (xz),2, be a sequence in R". Consider a strictly
increasing sequence k1 < ko < kg < k4 < ... of natural numbers, and let
¥j =Xg;, for j €N. Then the sequence (y j);?'; , is called a subsequence of
(xz). It is often denoted by (Xk,-)?ir

Let éick)Zo:l = ((_l)k%)zozl = (_1’%,_%,%’_%,%;0_%7“')' Then (yk)zozl
1 _ (1111 _ 1 _ 1_1_1

(2F)eer = (553558 and @Ry = (Cgp)pey = (FL—5—5 =7

are two subsequences of (xp).

<

Now let (x;,) be a sequence in a bounded subset D < R?. Since D is
bounded there exists a bounding square Ko 2 D of edge length L. Divide
K into four equal squares, each of which has sides of length L/2. At least
one of these squares, say K1, must contain infinitely many elements x;
of this sequence. Pick one of these, say x;,. Next divide K1 into four
squares of edge length L/4. Again in at least one of them, say Ko, there
will still be an infinite number of terms from sequence (x;). Take one of
these, x;,,, with kg > k.

Repeating this procedure ad infinitum we eventually obtain a subse-
quence (xg;) of the original sequence that converges by Cauchy’s crite-
rion. It is quite obvious that this approach also works in any R” where
n may not equal to 2. Then we start with a bounding n-cube which is
recursively divided into 2" subcubes.
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We summarize our observations in the following theorem (without
giving a stringent formal proof).

Bolzano-Weierstrass. A subset D of R" is bounded if and only if every
sequence of points in D has a convergent subsequence.

A subset D of R” is bounded if and only if every sequence has an accu-
mulation point.

We now have seen that convergent sequences can be used to charac-
terize closed sets (Theorem 3.17) and bounded sets (Theorem 3.25).

Compact set. A set D in R” is called compact if it is closed and
bounded.

Compactness is a central concept in mathematical analysis, see, e.g.,
Theorems 3.36 and 3.37 below. When we combine the results of Theo-
rems 3.17 and 3.25 we get the following characterization.

Bolzano-Weierstrass. A subset D of R” is compact if and only if every

sequence of points in D has a subsequence that converges to a point in
D.

3.5 Continuous Functions

Recall that a univariate function f : R — Ris called continuous if (roughly
spoken) small changes in the argument cause small changes of the func-
tion value. One of the formal definitions reads: f is continuous at a point
20 e R if f(xp) — f(x°) for every sequence (x3) of points that converge to
x0. By our concept of open neighborhood this can easily be generalized
for vector-valued functions.

Continuous functions. A function £f=(f1,...,fm): D S R" — R™ is said
to be continuous at a point x° if f(x;) — f(x°) for every sequence (x;,) of
points in D that converges to x°. We then have

lim f(x;,) = f(lim x},).
k—o0 k—o0

If f is continuous at every point x° € D, we say that f is continuous on D.

The easiest way to show that a vector-valued function is continuous,
is by looking at each of its components. We get the following result by
means of Theorem 3.13.

Continuity of each component. A function f=(f1,...,fn): D cR" —
R™ is continuous at a point x° if and only if each component function
fj: D €R" — R is continuous at x°.

Theorem 3.25

Corollary 3.26

Definition 3.27

Theorem 3.28

Definition 3.29

£«

¥

Theorem 3.30
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There exist equivalent characterizations of continuity which are also
used for alternative definitions of continuous functions in the literature.
The first one uses open balls.

Continuity and images of balls. A function f: D < R” — R™ is contin-
uous at a point x° in D if and only if for every & > 0 there exists a § >0
such that

[fx)-£x°)| <& forallxeD with |x-x"| <&
or equivalently,
£(B5(x°)nD) B, (fx")) .

PROOF IDEA. Assume that the condition holds and let (x;) be a conver-
gent sequence with limit x°. Then for every € > 0 we can find an N such
that ||f(x;) — f(x°)|| < for all £ > N, i.e., f(x;) — f(x), which means that
f is continuous at x°.

Now suppose that there exists an €y > 0 where the condition is vio-
lated. Then there exists an x;, € B5(x°) with f(x;,) € £(B5(x%)) \ B, (f(x?))
for every 6 = %, k € N. By construction x;, — x° but f(x;,) ~ f(x°). Thus f

is not continuous at x°.

PROOF. Suppose that the condition holds. Let £ > 0 be given. Then there
exists a § > 0 such that ||f(x)—f(x0)|| < € whenever ||x—xO || < 6. Now
let (x3) be a sequence in D that converges to x°. Thus for every & >0
there exists a number N such that ||xk -x9 || <6 for all £ > N. But then
|f(xz) — £x%)|| < & for all £ > N, and consequently f(x;,) — f(x°) for & — oo,
which implies that f is continuous at x°.

Conversely, assume that f is continuous at x° but the condition does
not hold, that is, there exists an ¢9 > 0 such that for all § = 1/, k €
N, there is an x € D with [|f(x)—f(x%)|| = £¢ albeit |x—x°|| < 1/k. Now
pick a point x; in D with this property for all 2 € N. Then sequence
(x1,) converges to x° by construction but f(x;) ¢ B, (f(x°)). This means,
however, that (f(x;)) does not converge to f(x°), a contradiction to our
assumption that f is continuous. O

Continuous functions f: R” — R™ can also be characterized by their
preimages. While the image f(D) of some open set D < R” need not neces-
sarily be an open set (see Problem 3.18) this always holds for the preim-
age of some open set U C R™,

f1U) = x: fx)eU}.

For the statement of the general result where the domain of f is not
necessarily open we need the notion of relative open sets.

Let D be a subset in R™. Then
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(a) A isrelatively open in D if A =U nD for some open set U in R".
(b) A isrelatively closed in D if A = F nD for some closed set F' in R".

Obviously every open subset of an open set D € R" is relatively open.
The usefulness of the concept can be demonstrated by the following ex-
ample.

Let D =[0,1] < R be the domain of some function f. Then A = (1/2,1]
obviously is not an open set in R. However, A is relatively open in D as
A =(1/2,00)n[0,1]1 =(1/2,00)N D. O

Characterization of continuity. A function f: D < R" — R™ is continu-
ous if and only if either of the following equivalent conditions is satisfied:

(a) £1(U) is relatively open for each open set U in R™.
() £1(F)is relatively closed for each closed set F' in R™.

PROOF IDEA. If U < R™ is open, then for all x € £ 1(U) there exists an
e > 0 such that B.(f(x)) € U. If in addition f is continuous, then Bs(x) <
f1(B.(f(x))) < £ 1(U) by Theorem 3.31 and hence £ 1(U) is open.

Conversely, if £~ LB, (f(x))) is open for all x € D and all € > 0, then
there exists a § > 0 such that Bs(x) < £ 1(B.(f(x))) and thus f(Bs(x)) <
B.(f(x)), i.e., f is continuous at x by Theorem 3.31.

PROOF. For simplicity we only prove the case where D = R”.

(a) Suppose f is continuous and U is an open set in R™. Let x be
any point in £~ 1(U). Then f(x) € U. As U is open there exists an € >0
such that B.(f(x)) € U. By Theorem 3.31 there exists a § > 0 such that
f(Bs(x)) € B.(f(x)) < U. Thus Bs(x) belongs to the preimage of U. There-
fore x is an interior point of f~1(U) which means that f~%(U) is an open
set.

Conversely, assume that £ 1(U) is open for each open set U < R™.
Let x be any point in D. Let € > 0 be arbitrary. Then U = B.(f(x)) is
an open set and by hypothesis the preimage £ 1(U) is open in D. Thus
there exists a § > 0 such that Bs(x) < £~ LU) = £ 1(B.(f(x))) and hence
f(Bs(x)) € U = B.(f(x)). Consequently, f is continuous at x by Theo-
rem 3.31. This completes the proof.

(b) This follows immediately from (a) and Lemma 3.5. O

Let U(x) = U(x1,...,%,) be a household’s real-valued utility function,
where x denotes its commodity vector and U is defined on the whole
of R”. Then for a number a the upper level set ', = {x € R*: U(x) = a}
consists of all vectors where the household values are at least as much
as a. Let F be the closed interval [a,00). Then

I,=xeR":Ux)=a}={xecR": Ux)eF}=U1(F).

According to Theorem 3.34, if U is continuous, then I, is closed for each
value of a. Hence, continuous functions generate close upper level sets.
They also generate closed lower level sets. &

Example 3.33

Theorem 3.34

Example 3.35
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Theorem 3.36

Theorem 3.37

Let f be a continuous function. As already noted the image f(D)
of some open set needs not be open. Similarly neither the image of a
closed set is necessarily closed, nor needs the image of a bounded set be
bounded (see Problem 3.18). However, there is a remarkable exception.

Continuous functions preserve compactness. Let f: D ¢ R* — R™
be continuous. Then the image f(K) = {f(x): x € K} of every compact sub-
set K of D is compact.

PROOF IDEA. Take any sequence (yp) in f(K) and a sequence (x3) of its
preimages in K, i.e., y; = f(x3). We now apply the Bolzano-Weierstrass
Theorem twice: (x;) has a subsequence (xg;) that converges to some
point x° € K. By continuity yr,; = f(xg;) converges to f(x°) € f(K). Hence
f(K) is compact by the Bolzano-Weierstrass Theorem.

PROOF. Let (y;) be any sequence in f(K). By definition, for each %
there is a point x;, € K such that y; = f(x3). By Theorem 3.28 (Bolzano-
Weierstrass Theorem), there exists a subsequence (x;;) that converges
to a point x° € K. Because f is continuous, f(xz,) — f(x°) as j — co where
f(x%) € f(K). But then (ykj) is a subsequence of (y;) that converges to
f(x°) € f(K). Thus f(K) is compact by Theorem 3.28, as claimed. O

We close this section with an important result in optimization theory.

Extreme-value theorem. Let f: K < R* — R be a continuous function
on a compact set K. Then f has both a maximum point and a minimum
point in K.

PROOF IDEA. By Theorem 3.36, f(K) is compact. Thus f(X) is bounded
and closed, that is, f(K) = [a,b] for a,b € R and f attains its minimum
and maximum in respective points X,,,xs € K.

PRrROOF. By Theorem 3.36, f(K) is compact. In particular, f(K) is bounded,
and so —oo < a = infxeg f(X) and b = supgg f(X) < oco. Clearly a and b are
boundary points of f(K) which belong to f(K), as f(K) is closed. Hence
there must exist points x,, and x;s such that f(x,,) =a and f(xy) = b.
Obviously x,, and xj3; are minimum point and a maximum point of K,
respectively. O
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— EXxercises

3.1

3.2

3.3

Is @ = {(x,y) e R?: x >0,y = 0} open, closed, or neither?
Is H = {(x,y) e R%: x >0,y = 1/x} open, closed, or neither?

Let F = {(1/k,0) e R?: k e N}. Is F open, closed, or neither?

— Problems

3.4

3.5

3.6

3.7

3.8

3.9

3.10

3.11

3.12

3.13

3.14

Show that the open ball D = B,(a) is an open set.

HINT: Take any point x € B-(a) and an open ball B¢(x) of sufficiently small radius
e. (How small is “sufficiently small”?) Show that B.(x) € D by means of the
triangle inequality.

Give respective examples for non-empty sets D < R? which are

(a) neither open nor closed, or

(b) both open and closed, or

(c) closed and have empty interior, or
(d) not closed and have empty interior.

Show that a set D < R” is closed if and only if its complement D¢ =
R®\ D is open (Lemma 3.5).

Show that a set D € R" is open if and only if its complement D¢ is
closed.

Show that closure cl(D) and boundary 0D are closed for any D <
R”.

Let D and F be subsets of R such that D < F. Show that

int(D)<int(F) and cl(D)<cl(F).

Recall the proof of Theorem 3.6.

(a) Where exactly do you need the assumption that there is an
intersection of finitely many open sets in statement (3)?

(b) Let D be the intersection of the infinite family B1/,(0), & =
1,2,..., of open balls centered at 0. Is D open or closed?

Prove Theorem 3.7.
Prove Theorem 3.10.
Show that the limit of a convergent sequence is uniquely defined.

Show that for any points x,y € R” and every j=1,...,n,

lx;—yjl<lIx-yly < \/ﬁi{r;axnlxi - yil.

HINT: Sketch set H.

HINT: Is (0,0) e F?

HINT: Look at boundary
points of D.

HINT: Use Lemma 3.5.

HINT: Suppose that there is
a boundary point of D that
is not a boundary point of D.

HINT: Is there any point in
D other than 0?

HINT: Use Theorem 3.6 and
De Morgan’s law.

HINT: Suppose that two
limits exist.
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3.15 Show that every convergent sequence (x3) in R” is bounded.
3.16 Give an example for a bounded sequence that is not convergent.
HINT: Use Theorem 3.31and  3.17 For fixed a € R”, show that the function f: R” — R defined by f(x) =

inequality |x —all is continuous.
[Ixl = llyll | < Ix—yl.

3.18 Give examples of non-empty subsets D of R and continuous func-
tions f: R — R such that

(a) D is closed, but (D) is not closed.
(b) D is open, but f(D) is not open.
(¢) D is bounded, but f(D) is not bounded.

3.19 Prove that the set
D={xeR": g;(x)<0,j=1,...,m}

is closed if the functions g; are all continuous.



Derivatives

We want to have the best linear approximation of a function.

Derivatives are an extremely powerful tool for investigating properties
of functions. For univariate functions it allows to check for monotonic-
ity or concavity, or to find candidates for extremal points and verify its
optimality. Therefore we want to generalize this tool for multivariate
functions.

4.1 Roots of Univariate Functions

The following theorem seems to be trivial. However, it is of great impor-
tance as is assures the existence of a root of a continuous function.

Intermediate value theorem (Bolzano). Let f: [a,b]=R — R be a
continuous function and assume that f(a) > 0 and f(b) < 0. Then there
exists a point ¢ € (a, b) such that f(c)=0.

PROOF IDEA. We use a technique called interval bisectioning: Start with
interval [ag, bol = [a, b], split the interval at ¢1 = (a1 + b1)/2 and continue
with the subinterval where f changes sign. By iterating this procedure
we obtain a sequence of intervals [a,,b,] of lengths (b —a)/2" — 0. By
Cauchy’s convergence criterion sequence (c,) converges to some point ¢
with 0 < r}ilglof(cn) <0. As f is continuous, we find f(c) = rlli_g.lof(cn) =0.

PROOF. We construct a sequence of intervals [a,,b,] by a method called
interval bisectioning. Let [ag,bo] = [a,b]. Define ¢, = % and

cn,b if f(c,) =0,

[an+1,0n+1]1= [¢x,0n] ] f(en) forn=1,2,...

[an,cnl 1ff(cn) <0,
Notice that |az —an,| <2V (b—a) and |by—b,| <2 N(b—a)forall k,n = N.
Hence (a;) and (b;) are Cauchy sequences and thus converge to respec-
tive points ¢, and c_ in [a,b] by Cauchy’s convergence criterion. More-
over, for every € >0, |c;. —c_| <|ap—c+|+|br —c—_| < € for sufficiently large

29

Theorem 4.1
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Definition 4.2

Yo

x0

Theorem 4.3

Definition 4.4

k and thus ¢, = ¢c- = ¢. By construction f(ar) =0 and f(by) < 0 for all
k. By assumption f is continuous and thus f(¢) = limp_, f(az) =0 and
f(e)=limp_o, f(br)<0,1i.e., f(c)=0 as claimed. O

Interval bisectioning is a brute force method for finding a root of some
function f. It is sometimes used as a last resort. Notice, however, that
this is a rather slow method. Newton’s method, secant method or regula
falsi are much faster algorithms.

4.2 Limits of a Function

For the definition of derivative we need the concept of limit of a function.

Limit. Let f: D < R — R be some function. Then the limit of f as x
approaches xg is yq if for every convergent sequence of arguments x; —
x9, the sequences of images converges to yy, i.e., f(xz) — yo as k — oo.
We write

lim f(x)=yo, or flx)—y as x—xo.
—X0

Notice that xy need not be an element of domain D and (in abuse of
language) may also be co or —co.

Thus results for limits of sequences (Theorem 2.14) translates imme-
diately into results on limits of functions.

Rules for limits. Let /: R— R and g: R — R be two functions where both
lim f(x) and lim g(x) exist. Then
X—X0 X—X0
(1) lim (af(x)+ Bg(x)) = a lim f(x)+ B lim g(x) for all a,feR
xX—X0 X—X0 X—Xo
(2) lim (f(x)-g(x)) = lim f(x) - lim g(x)
X—X0 X—X0 X—X0

. ) limyy, f(x)
® M o) ™ Timy e, 8

@) lim (f@)* = (lim f())*  (for @ €R, if (limy—, f(x))" is defined)

aif hmx—»aco g(x) #0)

The notion of limit can be easily generalized for arbitrary transfor-
mations.

Let f: D € R" — R™ be some function. Then the limit of f as x approaches
Xq is yo if for every convergent sequence of arguments x; — Xq, the se-

quences of images converges to yo, i.e., f(x9) — yo. We write

lim fx)=yg, or fx)—yy as x—Xxg.
X—X)

The point x¢ need not be an element of domain D.
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Writing Xllg(lo f(x) = yp means that we can make f(x) as close to yg as
we want when we put x sufficiently close to xg. Notice that a limit at
some point Xg may not exist.

Similarly to our results in Section 3.5 we get the following equiva-
lent characterization of the limit of a function. It is often used as an
alternative definition of the term limit.

Let f: D < R" — R™ be a function. Then lim f(x) = yj if and only if for

X—X)
every € > 0 there exists a § > 0 such that

f(Bs(x0)ND) < B.(yo)) -

4.3 Derivatives of Univariate Functions
Recall that the derivative of a function f: D R — R at some point x is
defined as the limit

flx+h)—f(x)
—

If this limit exists we say that f is differentiable at x. If f is differen-
tiable at every point x € D, we say that f is differentiable on D.

re =

Notice that the term derivative is a bit ambiguous. The derivative at
point x is a number, namely the limit of the difference quotient of f
at point x, that is

v @ oo Af) L flo+ Ax) = f)
fo= dx flx)= Alalcr—l»lo Ax Algch_I,lo Ax :

This number is sometimes called differential coefficient. The differ-
ential notation % is an alternative notation for the derivative which is
due to Leibniz. It is very important to remind that differentiability is a
local property of a function.

On the other hand, the derivative of f is a function that assigns
every point x the derivative % at x. Its domain is the set of all points
where f is differentiable. Thus (% is called the differential operator
which maps a given function f to its derivative f’. Notice that the dif-

ferential operator is a linear map, that is

d d d
o (af(x) + ,Bg(x)) = a%f(x) + ,Bag(x)

for all a, B € R, see rules (1) and (2) in Table 4.9.

Differentiability is a stronger property than continuity. Observe that
the numerator f(x + h) — f(x) of the difference quotient must coverge to
0 for h — 0 if f is differentiable in x since otherwise the differential
quotient would not exist. Thus limj,_.¢ f(x + A) = f(x) and we find:

Theorem 4.5

B.(y0)

Bs(xo)

Definition 4.6
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Table 4.8 )
f(x) f'(x)
Derivatives of some
elementary functions. c 0
x4 a-x®1 (Power rule)
e e
1
In(x) —
x
sin(x) cos(x)
cos(x) —sin(x)

Lemma 4.7

See Problem 4.14 for a spe-

cial case.

If f: D <R — R is differentiable at x, then f is also continuous at x.

Computing limits is a hard job. Therefore, we just list derivatives of
some elementary functions in Table 4.8 without proof.
In addition, there exist a couple of rules to reduce the derivative of a
given expression to those of elementary functions. Table 4.9 summarizes
these rules. Their proofs are straightforward and we given some of these
below. See Problem 4.20 for the summation rule and Problem 4.21 for

the quotient rule.

PROOF OF RULE (3). Let F(x) = f(x): g(x). Then we find by Theorem 4.3

Flx+h)-F(x)

F'(x)=1
() hli% h

[f(x+h)-glx+h)]—[f(x) g(x)]

= lim

h—0 h
~ lim fx+h)glx+h)—f(x)glx+h)+f(x)gx+h)—flx)g(x)
~ h—0 h
. fa+h)—fx) . glx+h)—g(x)
e L

flx+h)—f(x)[glx+h)—g(x)

h+g(x)|+ ;lzli%f(x)

glx+h)—g(x)
h

= jim h A
= f(x)g(x)+ fx)g'(x)

as proposed.

PROOF OF RULE (4). Let F(x) =(f o g)(x) = f(g(x)). Then

Fx+h)-Fx) .
=lim

f(gx+h)) - f(g(x))

F'(x) = lim
h—0

h—0 h

The change from x to x + & causes the value of g change by the amount

k=gl +h) - g). As lim e =

1
h

im

-0

g(x+h}z_g(x) h= gl(x) .0

=0 we find by
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Let g be differentiable at x and f be differentiable at x and g(x).
Then sum f +g, product f-g, composition f og, and quotient f/g (for
g(x) #0) are differentiable at x, and

1) (c-fx) =c-fl(x)
2) (flx)+gx) =Ff'(x)+g'(x) (Summation rule)

B) (flx)-gx) =Ff(x)-glx)+ f(x)-g'(x) (Product rule)

4) (fg)) =f'(gx)-g'(x) (Chain rule)
(5) (f(x)) = )-8 —fx) gx) (Quotient rule)
g(x) (g(x))?

Theorem 4.3
F'(x) = lim f(gx)+k) - f(gx) k
h—0 k h
lim f(gx)+k) - f(gx)) glx+h)-gx)
) k h

=f'(g))-g'(x)

as claimed. O

The chain rule can be stated in a quite convenient form by means of
differential notation. Let y be function of u, i.e. ¥y = y(u), and u itselfis a
function of x, i.e., u = u(x), then we find for the derivative of y(u(x)),

dy dy du
dx du dx’
An important application of the chain rule is in the computation of

derivatives when variables are changed. Problem 4.24 discusses the case
when linear scale is replaces by logarithmic scale.

4.4 Higher Order Derivatives

We have seen that the derivative f’ of a function f is again a function.
This function may again be differentiable and we then can compute the
derivative of derivative f’. It is called the second derivative of f and
denoted by f”. Recursively, we can compute the third, forth, fifth, ...
derivatives denote by £, f¥, f?, ....

The nth order derivative is denoted by £ and we have

i (f(n—l)) with f(O) =f.

(n) _
f dx

Table 4.9

Rules for
differentiation.
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Theorem 4.10
f(x)

¢ exists by Theorem 3.37.

4.5 The Mean Value Theorem

Our definition of the derivative of a function,

ey qinn T+ AX) - fx)

fx)= Alalcglo Ax ’

implies for small values of Ax
flx+Ax) =~ fx)+f(x)Ax.

The deviation of this /inear approximation of function f at x+Ax becomes
small for small values of |Ax|. We even may improve this approximation.

Mean value theorem. Let f be continuous in the closed bounded inter-
val [a,b] and differentiable in (a,b). Then there exists a point ¢ € (a, b)
such that

rio=LOI@

b—

In particular we find
fb)=Ff@)+f' & b-a).

PROOF IDEA. We first consider the special case where f(a) = f(b). Then
by Theorem 3.37 (and w.l.o.g.) there exists a maximum ¢ € (a,b) of f. We
then estimate the limit of the differential quotient when x approaches ¢
from the left hand side and from the right hand side, respectively. For
the first case we find that f(¢) = 0. The second case implies f'(¢) <0 and
hence f'(¢) =0.

PROOF. Assume first that f(a) = f(b). If f is constant, then we trivially
have f'(x) =0 = % for all x € (a,b). Otherwise there exists an x
with f(x) # f(a). Without loss of generality, f(x) > f(a). (Otherwise we
consider —f.) Let ¢ be a maximum of f, i.e., f(¢) = f(x) for all x € [a,b].
By our assumptions, ¢ € (a,b). Now construct sequences x; — ¢ as k — oo
with xp, € [a,{) and y, — & as B — oo with y;, € (¢,b]. Then we find

0< lim M:f’(g): lim Mso_
k—oo  yp—¢ k—oo  xXp—¢
=0 <0

Consequently, f'(¢) =0 as claimed.
For the general case consider the function

b)—
g(x):f(x)——f( b) f(a)(x—a).
—a

Then g(a) = g(b) and there exists a point ¢ € (a, ) such that g'(£) =0, i.e.,

&) - M = 0. Thus the proposition follows. O
f 5 prop

a

The special case where f(a) = f(b) is also known as Rolle’s theorem.
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4.6 Gradient and Directional Derivatives

The partial derivative of a multivariate function f(x) = f(x1,...,x,) Definition 4.11
with respect to variable x; is given as
of FCoxith, )= fCxi,..)

2y
ox;  ho h

that is, the derivative of f when all variables x; with j # i are held con-
stant.

In the literature there exist several symbols for the partial derivative of

f:
g—g . derivative w.r.t. x;
fx;(x) ... derivative w.r.t. variable x; o
fi(x) ... derivative w.r.t. the ith variable s

f/(x) ... ith component of the gradient f’

Notice that the notion of partial derivative is equivalent to the deriva-
tive of the univariate function g(¢) = f(x+ te;) at t = 0, where e; denotes
the ith unit vector,

of dg d / dx1
fxl (x) 0x; dt +=0 dt flx+i-e) t=0 -

We can, however, replace the unit vectors by arbitrary normalized
vectors h (i.e., [|h| = 1). Thus we obtain the derivative of f when we
move along a straight line through x in direction h.

——~
/—\

i

A\
TN
J

The directional derivative of f(x) = f(x1,...,x,) at x with respect toh ~ Definition 4.12
is given by

of dg d /
== — = — th %
T=on= Gl @ ) A 3k

Partial derivatives are special cases of directional derivatives. s / /

N\
The directional derivative can be computed by means of the partial <

derivatives of f. For the bivariate case (n = 2) we find / /
of .. fx+th)—f(x)
— =lim——
oh t—0 t
i (fx+th) - f(x+thie) +(f(x+thier) - f(x))
t—0 t
_ PI% f(x+ th)—]:(x+ thiey) +}‘in& f(x+th1te1)—f(x) <t th

0&5(1)

---@--=--- >
X &) x+thie;

Notice that th=th1e; +thgey. By the mean value theorem there exists
apoint &1(¢) e {x+60hier: 6€(0,t)} such that

f(x+thier)—f(x)=fr,(§1(2)-thy
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Definition 4.13

Definition 4.14

Theorem 4.15

Theorem 4.16

p

and a point ég(t) e {x+thie; +0haeq: 6 €(0,?)} such that

f(x+th1e1 +th2e2)—f(x+th1e1) = fx2(£2(t))'th2 .

Consequently,
of .. [x&a@®)-the . fr(§1()-thy
— =lim +1im
oh -0 t t—0 t
= }‘i_{%fxz(£2(t))h2 + y_{%fxl(zl(t»hl
=[x, (X ho+ fr,(X) 1

The last equality holds if the partial derivatives f,, and f,, are continu-
ous functions of x.

The continuity of the partial derivatives is crucial for our deduction.
Thus we define the class of continuously differentiable functions,
denoted by €.

A function f: D € R" — R belongs to class €™ if all its partial derivatives
of order m or smaller are continuous. The function belongs to class €
if partial derivatives of all orders exist.

It also seems appropriate to collect all first partial derivatives in a
row vector.

Gradient. Let f: D cR” — R be a ¢ function. Then the gradient of f
at x is the row vector

f(x) = VI = (fe,X), ..., fr, (X)) [ called “nabla f>. 1
We can summarize our observations in the following theorem.

The directional derivative of a ¢! function f(x) = f(x1,...,%,) at X
with respect to direction h with ||h| =1 is given by

0
a_lf;(x):fxl(x)'hl+"'+fxn(x)'hn =Vf(x)-h.

This theorem implies some nice properties of the gradient.

Properties of the gradient. Let f: D cR” — R be a €' function. Then
we find

(1) Vf(x) points into the direction of the steepest directional derivative
at x.

(2) IVF(x)| is the maximum among all directional derivatives at x.

(3) Vf(x)is orthogonal to the level set through x.
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PrROOF. By the Cauchy-Schwarz inequality we have

Vf(x)
V£

Vf@h<|Vf(@)h|<[IVf&)I- |h] =Vf(x)
o
where equality holds if and only if h = Vf(x)/||Vf(x)|. Thus (1) and (2)

follow. For the proof of (3) we need the concepts of level sets and implicit
functions. Thus we skip the proof. O

4.7 Higher Order Partial Derivatives

The functions fy, are called first-order partial derivatives. Provided  Definition 4.17
that these functions are again differentiable, we can generate new func-

tions by taking their partial derivatives. Thus we obtain second-order

partial derivatives. They are represented as

o) om0 anl5) 5

0x; \ Ox; - 0x; _@'

= an
0xj0x; 0x;
Alternative notations are

fxixj and  frx; or fl/l and fl/;

There are n? many second-order derivatives for a function f(x1,...,x,).

Fortunately, for essentially all our functions we need not take care about
the succession of particular derivatives. The next theorem provides a
sufficient condition. Notice that we again need that all the requested
partial derivatives are continuous.

Young'’s theorem, Schwarz’ theorem. Let f: D cR" — R be a €™ Theorem 4.18
function, that is, all the mth order partial derivatives of f(x1,...,x,) exist

and are continuous. If any two of them involve differentiating w.r.t. each

of the variables the same number of times, then they are necessarily

equal. In particular we find for every €2 function f,

o’f  0*f
Ox;0x; 0x;0x;

A proof of this theorem is given in most advanced calculus books.

Hessian matrix. Let f: D = R"” — R be a two times differentiable func-  Definition 4.19
tion. Then the n x n matrix

fly ety
f(x) = Hp(x) = S
A 1

is called the Hessian of f.

By Young’s theorem the Hessian is symmetric for €2 functions.
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Theorem 4.20

Definition 4.21

derivative

4.8 Derivatives of Multivariate Functions

We want to generalize the notion of derivative to multivariate functions
and transformations. Our starting point is the following observation for
univariate functions.

Linear approximation. A function f: D <R — R is differentiable at an
interior point xg € D if and only if there exists a linear function ¢ such
that

I I(F(x0 + h) = f(x0)) — £(R)]
m =
h—0 |l

We have ¢(h) = f'(x0)- h (i.e., the differential of f at xg).

0.

PROOF. Assume that f is differentiable in x¢. Then
i (f(xo +h)— f(x0)) — f(x0)h f(xo+h)—f(xo) a

1 =i
h1—>0 h hlftl) h

= f(x0) — f'(x0) = 0.
Since the absolute value is a continuous function of its argument, the

proposition follows.
Conversely, assume that a linear function ¢(h) = ah exists such that

. (fGeo +h)— f(x0)) — ()]
m =

f'(x0)

ym 7| 0.
Then we find
. A(feo+h)=fxo))—ahl . (f(xo+h)—f(xo)—ah
0=1lim =lim
h—0 |h| h—0 h
. flxo+h)—f(xo)
=lim —-a
h—0 h

and consequently

. flxo+h)—f(x0)
m =a
h—0 h

But then the limit of the difference quotient exists and f is differentiable
at xg. O

An immediate consequence of Theorem 4.20 is that we can use the
existence of such a linear function for the definition of the term differen-
tiable and the linear function ¢ for the definition of derivative. With the
notion of norm we can easily extend such a definition to transformations.

A function f: D € R” — R™ is differentiable at an interior point xg € D
if there exists a linear function £ such that
. 1(f(xo +h) —f(x¢)) — £(h)||
].lm =
h—-0 (h]
The linear function (if it exists) is then given by an m x n matrix A, i.e.,
£(h) = Ah. This matrix is called the (total) derivative of f and denoted
by f'(xg) or Df(x).

0.
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A function f = (f1(x),...,fm(X))': D € R" — R™ is differentiable at an in- Lemma 4.22
terior point x¢ of D if and only if each component function f;: D — R is
differentiable.

PROOF. Let A be an m x n matrix and R(h) = (f(xg+h)—£(x¢))—Ah. Then
we find for each j=1,...,m,

0<|R;(h)| < |R(h)llz < |R(M)I; =) R;(h)|.
i=1

s IRMI _ (s coqe IR .
Therefore, 111111(1) T = 0 if and only if llllir(l) _||Jh|| =0forall j=1,...,m.

O

The derivative can be computed by means of the partial derivatives
of all the components of f.

Computation of derivative. Let f= (f1(x),...,fnX)): DSR* - R™ be Theorem 4.23
differentiable at xy. Then

M(xg) ... Lxo)| (Vfilxo)
Df(xy) = -
%(xo) %(Xo) Vfn(x0)

This matrix is called the Jacobian matrix of f at x.

PROOF IDEA. In order to compute the components of f(x¢) we estimate
the change of f; as function of the kth variable.

PROOF. Let A=(ay,...,a,,) denote the derivative of f at xy where a;. is
the jth row vector of A. By Lemma 4.22 each component function f; is
differentiable at x¢ and thus

I(fj(x0 +h) - f;(x0)) - a;.hl
lim =0
h—-0 [hl

Now set h = te;, where e, denotes the kth unit vector in R”. Then

|(fj(x0 + ter) — f(x0)) — ta e
0= 7

. [ixo+ter)—fj(x0)
=lim —a.ep
t—0 t J

R
oxp, 07k

That is, aj; = %(xo), as proposed. O
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Theorem 4.24

Theorem 4.25

Theorem 4.26

Notice that an immediate consequence of Theorem 4.23 is that the
derivative f'(x¢) is uniquely defined (if it exists).

If f: D cR" — R, then the Jacobian matrix reduces to a row vector
and we find f'(x) = Vf(x), i.e., the gradient of f.

The computation by means of the Jacobian matrix suggests that the
derivative of a function exists whenever all its partial derivatives exist.
However, this need not be the case. Problem 4.25 shows a counterexam-
ple. Nevertheless, there exists a simple condition for the existence of the
derivative of a multivariate function.

Existence of derivatives. If fis a ¢ function from an open set D < R”
into R™, then f is differentiable at every point x€ D.

SKETCH OF PROOF. Similar to the proof of Theorem 4.15 on page 36. [

Differentiability is a stronger property than continuity as the follow-
ing result shows.

If f: D € R" — R™ is differentiable at an interior point xg € D, then f is
also continuous at xg.

PROOF. Let A denote the derivative at xg. Then we find

If(xo +h) — f(xo)| = [[f(xg + h) — f(x¢) —Ah + Ah||
[f(xo +h) — f(x¢) — Ah||

< |h]
- IRl

+||Ah||—= 0 ash—0.
0

-0

The ratio tends to 0 since f is differentiable. Thus f is continuous at xg,
as claimed. O

Chain rule. Let f: D cR"” — R™ and g: B < R™ — R? with f(D) < B.
Suppose f and g are differentiable at x and f(x), respectively. Then the
composite function gof: D — RP defined by (gof)(x) = g(f(x)) is differen-
tiable at x, and

(gof)(x) =g (fx)) - f (x)).

PROOF IDEA. A heuristic derivation for the chain rule using linear ap-
proximation is obtained in the following way:

(gof)(x)h = (gof)(x+h)—(gof)(x)
= g(f(x+h)) - g(fx))
~ ¢/ (£x)) [fx + h) — £(x)]
~ g (fx)f(x)h

for “sufficiently short” vectors h.
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PROOF. Let Ry (h) = f(x+h)—f(x)—f'(x)h and R, (k) = g(f(x)+k)—g(f(x)) -
g'(fx)) k. As both f and g are differentiable at x and f(x), respectively,
lim [Rr()|/Ih] =0 and lim [Rg(K)||/IkIl = 0. Define k(h) = f(x+h)—

f(x). Then we find

R(h) = g(f(x + h)) - g(f(x)) — g’ (fx)) f x)h
= g(f(x) + k(h)) - g(fx)) - g'(fx)) f x)h
= g'(f®)) k(h) + Rg (k(h)) - g (fx)) f (x)h
= g'(fx)) [k(h) - f (x)h] + R, (k(h))
=g/'(f(x)) [f(x+h) - f(x) - f (x) h] + Rz (k(h))
=g/ (fx))Rs(h) + R (k(h)) .

Thus by the triangle inequality we have

IRM)I _ [ Ex)Ry ()| .\ IR (k)|
. Ik hy

The right hand side converges to zero as h — 0 and hence proposition
follows'. O

Notice that the derivatives in the chain rule are matrices. Thus the
derivative of a composite function is the composite of linear functions.

2 2 x

Let f(x,y) = (x tzz) and g(x,y) = (Zy) be two differentiable functions

2
X
defined on R?. Compute the derivative of gof at x by means of the chain
rule.

. _[(2x 2y o [e¥ 0
SOLUTION. Slncef’(x)—(Zx —2y) andg(x)—(0 ey),wehave

4 2x -2y

2 e* +Y 2y ey’
2xe* Y -2y ey’

(goﬂ’(x):g’(f(x))f“(x):(exoy exZO 2)'(235 Zy)

¢

Derive the formula for the directional derivative from Theorem 4.15 by
means of the chain rule.

SOLUTION. Let f: D € R" — R some differentiable function and h a fixed
direction (with [|h| =1). Then s: R — D < R", t — xg + th is a path in R"
and we find

fl(s(0)=f'(x0)=Vf(xg) and s§'(©)=h

1At this point we need some tools from advanced calculus which we do not have
available. Thus we unfortunately still have an heuristic approach albeit on some higher
level.

Example 4.27

Example 4.28



42 DERIVATIVES
and therefore
af !/ ! !
6_h(X0) =(f0s)(0)=f"(s(0))-s'(0)=Vf(x¢)-h
as claimed. &

Example 4.29

Let f(x1,x2,t) be a differentiable function defined on R3. Suppose that
both x1(¢) and x2(¢) are themselves functions of . Compute the total
derivative of z(¢) = f (x1(2), x2(2), ).

x1(8)
SOLUTION. Let x: R—R3, ¢ — (xz(t)). Then z(t) = (f ox)(¢) and we have
t
d

T =(Fox = f(x(t) x®

x7(8) x; (1)

= Vf(x®)- |y | = (fx1 (x(8)), fx, (x(2)), ft(x(t))) PG

1 1

= For (X(8)) - 2,(8) + foy ((D)) - (8) + £ (x(D))
= fu (61, %2,8) - x5 () + fr, (x1,%2,8) - x5() + fy(x1,%2,8) . O
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— EXxercises

4.1 Estimate the following limits:

(@) lim 5 (b) lim (c) lim In(x)
(d) limIn|x| (e) lim &
x—0 xX—00

4.2 Sketch the following functions.
Which of these are continuous functions?
In which points are these functions not continuous?

(a) D=R, f(x)=x b) D=R, f(x)=3x+1
() D=R,f(x)=e*-1 (d) D=R, f(x)=|x|
(e) D=R", f(x)=1n(x) B D=R,f(x)=I[x]

1 forx<0
(2) Dz[R,f(x)z{ x+1 forO<x<2

x2 forx>2

HINT: Let x=p+y with pe Z and y€[0,1). Then [x] = p.

4.3 Differentiate:

(a) 3x2+5cos(x)+1 (b) (2x + 1)x2
(¢) xIn(x) d) (2x+1)x2
(e) 321 () In(exp(x))
(g) Bx—1)% (h) sin(3x?)

G 2¢ G) (2x+i)+(31c2—1)

() 2e35+1(5x2+1)2+ @ oy

4.4 Compute the second and third derivatives of the following func-
tions:

[S)

x x+1

(a) fx)=e" 2 b) f(x)=
(©) f(x)=(x—2)(x2+3)

X

4.5 Compute all first and second order partial derivatives of the fol-
lowing functions at (1,1):

@ flx,y)=x+y (b) flx,y)=xy
(©) flx,y)=x%+y? @ Flx,y)=ax2y2
() flx,y)=xyP, a,p>0 ) flx,y)=vx2+y2

4.6 Compute gradient and Hessian matrix of the functions in Exer-
cise 4.5 at (1,1).
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HINT: Use Cramer’s rule.

HINT: See proof of Theo-
rem 3.31.

Say “n choose k.

4.7 Let f(x) = Z?leQ Compute the directional derivative of f into

e
direction a using
(a) function g(¢) = f(x+ ta);
(b) the gradient Vf;

(¢) the chain rule.

4.8 Let f(x,y) be a differentiable function. Suppose its directional
derivative in (0,0) in maximal in direction a = (1,3) with % =4,
Compute the gradient of f in (0,0).

4.9 Let f(x,y) =x%+y% and g(¢) = (ilig) = (:2) Compute the deriva-
2
tives of the compound functions fog and gof by means of the
chain rule.

4.10 Let f(x) = (x? —X9,X1— xg)’ and g(x) = (x%,xl)’ . Compute the deriva-
tives of the compound functions fog and gof by means of the chain
rule.

4.11 Let A be a regular n xn matrix, b € R” and x the solution of the lin-
ear equation Ax =b. Compute %. Also give the Jacobian matrix
of x as a function of b.

4.12 Let F(K,L,t) be a production function where L = L(¢) and K = K(t)
are also functions of time ¢. Compute %.

— Problems
4.13 Prove Theorem 4.5.

4.14 Let f(x) = x" for some n € N. Show that f'(x) = nx*~! by computing
the limit of the difference quotient.

HINT: Use the binomial theorem

n
@+b)=Y (Z)ak.b"‘k
k=0

4.15 Show that f(x) = |x| is not differentiable on R.

HINT: Recall that a function is differentiable on D if it is differentiable on every
xeD.

4.16 Show that

Vvx, for x =0,
f(x)=
—v/—x, forx<O,

is not differentiable on R.
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4.17

4.18

4.19

4.20

4.21

4.22

4.23

4.24

4.25

Construct a function that is differentiable but not twice differen-
tiable.

HINT: Recall that a function is differentiable on D if it is differentiable on every
xeD.

Show that the function

2 (1
x®sin(=), forx#0,
0, for x =0,
is differentiable in x = 0 but not continuously differentiable.

Compute the derivative of f(x) =a” (a > 0). HINT: o® = eln@x

Prove the summation rule. (Rule (2) in Table 4.9).
HINT: Let F(x) = f(x) + g(x) and apply Theorem 4.3 for the limit.
Prove the quotient rule. (Rule (5) in Table 4.9). HINT: Use chain rule, prod-

uct rule and power rule.

Verify the Square Root Rule:

(Vx)

HINT: Use the rules from
1 Tabs. 4.8 and 4.9.

T2vx
Let f: R — (0,00) be a differentiable function. Show that

@)
(In(f(x)) = @

Let f: (0,00) — (0,00) be a differentiable function. Then the term

f'(x)
f(x)

is called the elasticity of f at x. It describes relative changes of
f w.r.t. relative changes of its variable x. We can, however, de-
rive the elasticity by changing from a linear scale to a logarithmic
scale. Thus we replace variable x by its logarithm v = In(x) and

ep(x)=x-

differentiate the logarithm of f w.r.t. v and find HINT: Differentiate
y() =In(f(e’)) and
er(x) = d(ln(f(x))) substitute v = In(x).

! d(In(x))

Derive this formula by means of the chain rule.

Let

xy2

fla,y) =1 x2+y*
0, for (x,y) = 0.

for (x,y) #0,

(a) Plot the graph of f (by means of the computer program of
your choice).
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(b) Compute all first partial derivatives for (x,y) # 0.

(c) Compute all first partial derivatives for (x,y) = 0 by comput-
ing the respective limits

1(¢,0)—f(0,0)
t

£(0,2)-£(0,0)
t

f2(0,0) =lim
t—0

£,(0,0) = lim

(d) Compute the directional derivative at 0 into some direction
h' = (h1,h2),

f(thi,thg)—f(0,0)
t

/n(0,0) =1lim
t—0

What do you expect if f were differentiable at 0?

4.26 Let f: R® — R™ be a linear function with f(x) = Ax for some matrix
A.

(a) What are the dimensions of matrix A (number of rows and
columns)?

(b) Compute the Jacobian matrix of f.

4.27 Let A be a symmetric n x n matrix. Compute the Jacobian matrix
of the corresponding quadratic form q(x) = x'Ax.

4.28 A function f(x) is called homogeneous of degree %, if
flax)=a”*f(x) forall acR.

(a) Give an example for a homogeneous function of degree 2 and
draw level lines of this function.

(b) Show that all first order partial derivatives of a differentiable
homogeneous function of degree % (£ = 1) are homogeneous of
degree £ —1.

(¢c) Show that the level lines are parallel along each ray from the
origin. (A ray from the origin in direction r # 0 is the halfline
x=ar: a=0}.)

HINT: Differentiate both sides of equation f(ax)= ak f(x) w.rt. x;.

4.29 Let f and g be two n times differentiable functions. Show by in-
duction that

(F - 8)™(x) = Y n FP ). g P(x) .
k=0 k

HINT: Use the recursion (}77) = () +(,",) for k=0,...,n 1.



PROBLEMS

47

4.30 Let

1
exp|—=], f 0,
)= xp( x2) or x #
0, for x = 0.
(a) Show that f is differentiable in x = 0.

2x73 f 0
(b) Show that f/(x)= | 2% 1@ forx#0,
, for x =0.
(c) Show that f is continuously differentiable in x = 0.
(d) Argue why all derivatives of f vanish in x =0, i.e., f™(0) =0
for all n e N.

HINT: For (a) use lim,_¢ f(x) =limy—oo f (%), for (b) use the chain rule for the
case where x # 0; for (d) use the formula from Problem 4.29.






Taylor Series

We need a local approximation of a function that is as simple as possible,
but not simpler.

5.1 Taylor Polynomial

The derivative of a function can be used to find the best linear approxi-
mation of a univariate function £, i.e.,

f(x) = f(xg)+ f'(x0)x — x0).

Notice that we evaluate both f and its derivative f’ at xo. By the mean
value theorem (Theorem 4.10) we have

fx) = fxo)+ f(E)x — x0)

for some appropriate point ¢ € (x,x9). When we need to improve this first-
order approximation, then we have to use a polynomial p, of degree n.
We thus select the coefficients of this polynomial such that its first n
derivatives at some point xy coincides with the first £ derivatives of f at
X0, 1.€.,

p(,f’)(xo) = Ff®(xp), fork=0,...,n.

We then find
n (k)
fly=Y %(x—xwk +Rn(x).
k=0 :

The term R, is called the remainder and is the error when we approx-
imate function f by this so called Taylor polynomial of degree n.

Let f be an n times differentiable function. Then the polynomial

n f(k)(xo)

Tf’ ’ (x) = Z
X0, = k‘

(x —x0)

is called the nth-order Taylor polynomial of f around x = xy. The term
F© refers to the “0-th derivative”, i.e., function f itself.

49

Definition 5.1
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Example 5.2

7)’

Example 5.3

Ts

Ty
1 In(1+x)
Ty

A

Te

Theorem 5.4

Theorem 5.5

The special case with xg =0 is called the Maclaurin polynomial.

If we expand the summation symbol we can write the Maclaurin
polynomial as

" " (n)
1O 5 1O 5 PO,

Tron(x)=f(0)+f(0)x+ 51 30 -

Exponential function. The derivatives of f(x) = e* at x¢ = 0 are given
by

F™x)=e* hence Ff™(0)=1 foralln=0.
Therefore we find for the nth order Maclaurin polynomial

f(k)(O) e no Lk
k! ; R ¢

Tron(x)= Z
k=0

Logarithm. The derivatives of f(x) =In(1+ x) at xo = 0 are given by
fP@ =DM - DA+

hence f™(0) = (-1)"*1(n—1)! for all n = 1. As £(0) =1n(1) = 0 we find for
the nth order Maclaurin polynomial

k
Z( 1)k+1x <>

Tron(x)= 5

f(k)(o) k_ no(— 1)k+1(k 1)1
> = Z —
im0 k! k=1

Obviously, the approximation of a function f by its Taylor polynomial
is only useful if the remainder R, (x) is small. Indeed, the error will go
to 0 faster than (x — x()" as x tends to x.

Taylor’s theorem. Let function f: R — R be n times differentiable at
the point x¢ € R. Then there exists a function A, : R — R such that

fx)=Tp xon(x) + hp(x)(x — x0)" and lim A,(x)=0.
xX— X0
There are even stronger results. The error term can be estimated
more precisely. The following theorem gives one such result. Observe
that Theorem 5.4 is then just a corollary when the assumptions of Theo-
rem 5.5 are met.

Lagrange’s form of the remainder. Suppose f is n+ 1 times differ-
entiable in the interval [x,xo]l. Then the remainder for Tt ., , can be
written as
(n+1)
O

R,(x)= m (x

for some point & € (x,x0).
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PROOF IDEA. We construct a function
x

and show that all derivatives g*)(x¢) = 0 vanish for all £ =0, ..., n. More-
over, g(&y) = 0 for {g = x and thus Rolle’s Theorem implies that there
exists a &1 € (¢g,x0) such that g'(¢1) = 0. Repeating this argument recur-
sively we eventually obtain a & = {,,4+1 € ({z,%0) < (x,x0) with g(”“)(é) =
FOrDE) - Dl B (v) =0 and thus the result follows.

(x_xo)n+1

PROOF. Let R,,(x) = f(x) — T 4, »(x) and

(t _ xO)n+1
(x— xo)n+1

We then find g(x) = 0. Moreover, g(xo) = 0 and g*(x¢) = 0 for all £ =
0,...,n since the first n derivatives of f and T ,,, coincide at xo by
construction (Problem 5.9). Thus g(x) = g(xp) and the mean value the-
orem (Rolle’s Theorem, Theorem 4.10) implies that there exists a ¢ €
(x,x9) such that g'(£1) = 0 and thus g'(¢1) = g'(x¢) = 0. Again the mean
value theorem implies that there exists a {2 € (£1,x0) S (x,x0) such that
g""(&9) = 0. Repeating this argument we find &1,&9,...,&,41 € (x,x0) such
that g(k)(g‘k) =0forall k=1,...,n+1. In particular, for { =, 1 we then
have

gW)=R,(@) - R, (x).

_ Dy _ pn+1) (n+ D!
0=g"") =" (f)—mRn(x)
and thus the formula for R,, follows. O

Lagrange’s form of the remainder can be seen as a generalization of
the mean value theorem for higher order derivatives.
5.2 Taylor Series

Taylor series expansion. The series

0 f(n)(xo)
Z !

n=0

(x —x0)"

is called the Taylor series of f at xo. We say that we expand f into a
Taylor series around x.

If the remainder R,(x) — 0 as n — oo, then the Taylor series con-
verges to f(x), i.e., we them have

oo £(n)
f(x)=zf ('xo)(x—xo)".
n=0 n.

Table 5.7 lists Maclaurin series of some important functions. The mean-
ing of p is explained in Section 5.4 below.

In some cases it is quite straightforward to show the convergence of
the Taylor series.

Definition 5.6
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Table 5.7 : .
f(x) Maclaurin series 0
Maclaurin series of s 3 4
some elementary _ o _ X XX
exp(x) = — = l4+x+—+—+—+ 00
functions. P n;o nl T T
00 n 2 3 4
In(1+x) = B aN T A 1
n(1+x) n;( ) e
00 x2n+1 B3 4T
1 = —1 n_~- = _—t — — —
sin() n;o( T R TR >
00 x2n x2 x4 x6
= —_— n = —_— — — — — e
cosw) = L CWeS =l gt et o
1 (e 0)
T — = ) " = T+x+x2+x>+at+.o 1
1-x n=0
Theorem 5.8 Convergence of remainder. Assume that all derivatives of f are
bounded in the interval (x,x¢) by some number M, i.e., If(k)(f)l < M for
all £ € (x,x0) and all £ € N. Then
_ n+1
Ro@l < ME2 o allnen
(n+1)!
and thus lim R, (x)=0 as n — oo.
n—oo
PROOF. Immediately by Theorem 5.5 and hypothesis of the theorem. [
Example 5.9 We have seen in Example 5.2 that £ (x) = e* for all n € N. Thus |f™(&)| <

M = max{|e¥|,|e*|} for all £ € (x,x¢) and all £ € N. Then by Theorem 5.8,
(n)
¥ =32 LOun for all x e R, o

The required order of the Taylor polynomial for the approximation
of a function f of course depends on the particular task. A first-order
Taylor polynomial may be used to linearize a given function near some
point of interest. This also may be sufficient if one needs to investigate
local monotonicity of some function. When local convexity or concavity
of the function are of interest we need at least a second-order Taylor
polynomial.

5.3 Landau Symbols

If all derivatives of f are bounded in the interval (x,x(), then Lagrange’s
form of the remainder R ,(x) is expressed as a multiple of the nth power
of the distance between the point x of interest and the expansion point
xo, that is, Clx —xo|"*! for some positive constant C. The constant itself
is often hard to compute and thus it is usually not specified. However, in
many cases this is not necessary at all.
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Suppose we have two terms C1lx—x0l* and Ca|x—x0/**! with C,Co>

0, then for values of x sufficiently close to xy the second term becomes
negligible small compared to the first one as

Colx—xol**1  Cy

=—- |lx—x9|—0 asx— xp.
Cilx—xol*  Ci

More precisely, this ratio can be made as small as desired provided that
x is in some sufficiently small open ball around xy3. This observation
remains true independent of the particular values of C; and C3. Only
the diameter of this “sufficiently small open ball” may vary.

Such a situation where we want to describe local or asymptotic be-
havior of some function up to some non-specified constant is quite com-
mon in mathematics. For this purpose the so called Landau symbol is
used.

Landau symbol. Let f(x) and g(x) be two functions defined on some
subset of R. We write

fx)=0(g(x)) asx—xo (say “f(x) is big O of g”)
if there exist positive numbers M and § such that
If(x) <M |g(x)| for all x with |x—x¢| <9.
By means of this notation we can write Taylor’s formula with the

Lagrange form of the remainder as
n f(k)(xo)

flx)=>

im0 k!

(x —x0)® +O(|x — xo|"*1)

(provided that f is n + 1 times differentiable at xg).
Observe that f(x) = O(g(x)) implies that there exist positive numbers
M and ¢ such that

f(x)
g(x)
We also may have situations where we know that this fraction even con-

verges to 0. Formally, we then write

<M for all x with |x —xg| <.

fx)=o0(g(x)) asx—xo (say “f(x) is small O of g”)
if for every € > 0 there exists a positive § such that

|f(x)] <elg(x)|] for all x with |x —xg| < 6.
Using this notation we can write Taylor’s Theorem 5.4 as

n f(k)(xo)

f@=Y

o @) + ol —xol™)
k=0 :

The symbols O(-) and o(:) are called Landau symbols.

The notation “f(x) = O(g(x))” is a slight abuse of language as it merely
indicates that f belongs to a family of functions that locally behaves sim-
ilar to g(x). Thus this is sometimes also expressed as

flx)eO(gx)).

Definition 5.10
Mg(x)

fx)
el

N
—Mg(x)
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Example 5.11

Example 5.12

5.4 Power Series and Analytic Functions

Taylor series are a special case of so called power series

p@) =) an(x—xo)".

n=1

exists. Then the ratio test (Lemma 2.28)
implies that the power series converges if

Suppose that lim,_ .,

An+l
Qn

Qn+1
an

. |ansi(x—x0)* L
llm _—

n—oo

= lim
n—oo

lx—xol <1

an(x—xo)"

that is, if

lx—x0] < lim
n—o0

An+1

Similarly we find that the series diverges if

lx—x0] > lim
n—oo

Apn+1

For the exponential function in Example 5.2 we find a,, = 1/n!. Thus

+1)!
= lim (n+1) =limn+1l=00.
n—oo p! n—oo

lim
n—oo

An+1

Hence the Taylor series converges for all x € R. O

For function f(x) = In(1 + x) the situation is different. Recall that for
function f(x) =In(1 +x), we find a, = (=1)"*Y/n (see Example 5.3).

. n+1
= lim =1.
n—oo n

lim
n—oo

An+1

Hence the Taylor series converges for all x € (—1,1); and diverges for x > 1
orx<-—1.

For x = —1 we get the divergent harmonic series, see Lemma 2.21. For
x =1 we get the convergent alternating harmonic series, see Lemma 2.25.
However, a proof requires more sophisticated methods. &

Example 5.12 demonstrates that a Taylor series need not converge
for all x € R. Instead there is a maximal distance p such that the series
converges for all x € B,(xo) but diverges for all x with |x —xg| > p. The
value p is called the radius of convergence of the power series. Ta-
ble 5.7 also lists this radius for the given Maclaurin series. p = co means
that the series converges for all x € R.

There is, however, a subtle difference between Examples 5.9 and
5.11. In the first example we have show that }7° %x” = ¢e* for all

(n)
x € R while in the latter we have just shown that 3 7° ! nfO)x” converges.
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Similarly, we have shown in Example 5.12 that the Taylor series which
we have computed in Example 5.3 converges, but we have not given a
proof that Zgzl(—l)}‘“rl%z =In(1+x).

Indeed functions f exist where the Taylor series converge but do not
coincide with f(x).

The function Example 5.13

_1 , 0,
f)= exp( x2) or x £
0, for x =0.

is infinitely differentiable in x = 0 and £™(0) = 0 for all n € N (see Prob-
lem 4.30). Consequently, we find for all Maclaurin polynomials T'f ;, o(x) =
0 for all x € R. Thus the Maclaurin series converges to 0 for all x € R.
However, f(x) > 0 for all x # 0, i.e., albeit the series converges we find

yoo f‘,j“” n £ Flx). o

Analytic function. An infinitely differentiable function f is called ana-  Definition 5.14
Iytic in an open interval B, (xg) if its Taylor series around xy converges
and

(n)
( 0) —xo)" for all x € B,(xp).

fx) = f

5.5 Defining Functions

Computations with power series are quite straightforward. Power series
can be

¢ added or subtracted termwise,

¢ multiplied,

¢ divided,

¢ differentiated and integrated termwise.

We get the Maclaurin series of the exponential function by differentiat- Example 5.15
ing the Maclaurin series of e*:

/_ooin,_ooi ooﬁ - 1 n-1
(exp() _(,;On!x ) _,;)n!( "= n; n! r;l(n_l)'x

= mx =exp(x).

n=0

We get the Maclaurin series of f(x) = x2-sin(x) by multiplying the Maclau- Example 5.16
rin series of sin(x) by x2:
2n+1

2 n X — s _ n 2 x
*-sin(@) == ZO( Y G ,LZ:O( Ve o
2n+3

Z BT @n+1)"
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We also can substitute x in the Maclaurin series from Table 5.7 by

some polynomial.
Example 5.17 We obtain the Maclaurin series of exp(—x2) by substituting —x2 into the

Theorem 5.18

Maclaurin series of the exponential function.

1, g & (D,
ISP

18

exp(—x?) =

n=0

For that reason it is quite convenient to define analytic functions by
its Taylor series.

o0

exp(x):= ) ix"

n=0 n!

5.6 Taylor’'s Formula for Multivariate Functions

Taylor polynomials can also be established for multivariate functions.
We then construct a polynomial where all its kth order partial deriva-
tives coincide with the corresponding partial derivatives of f at some
given expansion point xg.

In opposition to the univariate case the number of coefficients of a
polynomial in two or more variables increases exponentially in the de-
gree of the polynomial. Thus we restrict our interest to the 2nd order
Taylor polynomials which can be written as

pa(x1,...,xp) =ag+ Z a;x" + Z Z a;jx' %’
i1 i=1,=1

or, using vectors and quadratic forms,
po(X)=ap+a'x+x'Ax
where A is an n x n matrix with [A];; =a;; and a’ = (a1,...,a,).
If we choose the coefficients a; and a;; such that all first and second

order partial derivatives of po at x¢ = 0 coincides with the corresponding
derivatives of f we find,

1
pa(x)=f(0)+ f'(0)x + Ex’ F(0)x

For a general expand point xy we get the following analog to Taylor’s
Theorem 5.4 which we state without proof.

Taylor’s formula for multivariate functions. Suppose that f is a €2
function in an open set containing the line segment [x°,x° + h]. Then

1
f(xo+h) = f(x0)+ f'(x0) - h + gh"f"(Xo)‘h+0(IIhI|3).
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Let f(x,y)= e* =" + x. Then gradient and Hessian matrix are given by
flx,y)= (2xexz_y2 +1, -2y exz_yz)

—4xyex2_y2 (—2+4y2)exz_3’2

and thus we get for the 2nd order Taylor polynomial around xy =0
1
fx,) = £(0,0)+ £'(0,0)(x, ) + é(x,y)f"(0,0)(x,y)' +0(l(x, »II®)

1
= 141,00, + 5(,9) (3 _02) () + O, 1))

=1+x+x2—y2+0(I(x,»I?).

Example 5.19
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— Exercises

5.1

5.2

5.3

5.4

5.5

5.6

5.7

Expand f(x) = ﬁ into a Maclaurin polynomial of

(a) first order;
(b) second order.

Draw the graph of f(x) and of these two Maclaurin polynomials in
the interval [-3,5].
Give an estimate for the radius of convergence.

Expand f(x) = (x+1)V2 into the 3rd order Taylor polynomial around
x0=0.

Expand f(x) = sin(x1?) into a Maclaurin polynomial of degree 30.
Expand f(x) = sin(x? — 5) into a Maclaurin polynomial of degree 4.

Expand f(x) = 1/(1 + x?) into a Maclaurin series. Compute its ra-
dius of convergence.

Expand the density of the standard normal distribution f(x) =
exp (—352—2) into a Maclaurin series. Compute its radius of conver-
gence.

Expand f(x,y) = ¢*+7" into a 2nd order Taylor series around xg =
(0,0).

— Problems

5.8

5.9

5.10

5.11

Expand the exponential function exp(x) into a Taylor series about
x9 = 0. Give an upper bound of the remainder R,(1) as a function
of order n. When is this bound less than 10716?

Assume that f is n times differentiable in xy. Show that for the
first n derivative of f and of its n-order Taylor polynomial coincide
in xo, i.e.,

(Tf o)™ x0) = fPo), forallk=0,...,n.

Verify the Maclaurin series from Table 5.7.

Show by means of the Maclaurin series from Table 5.7 that

(a) (sin(x)) = cos(x) (b) (1D(1+x))/ _ ﬁ



Inverse and Implicit
Functions

Can we invert the action of some function?

6.1 Inverse Functions

Inverse function. Let f: Dy cR" — Wy € R™, x — y = f(x) be some func-
tion. Suppose that there exists a function f~ L. Wi —Dp,y—x=1" 1(y)
such that

flof=fof l=id

that is, £ 1(f(x)) = f }(y) = x for all x € D¢, and f(f 1(y)) = f(x) = y for all
y € W;. Then £~ 1 is called the inverse function of f.

Obviously, the inverse function exists if and only if f is a bijection.

We get the function term of the inverse function by solving equation
y = f(x) w.r.t. to x.

Affine function. Suppose that f: R* — R™ x+— y = f(x) = Ax +b where
A is an m x n matrix and b € R™. Then we find

y=Ax+b < x=Aly-A'b=A"'(y-b)

provided that A is invertible. In particular we must have n = m. Thus
we have f_l(y) =A"!l (y —b). Observe that

Df Y(y)=A"1=(Df(x)) L. o

For an arbitrary function the inverse need not exist. E.g., the func-
tion f: R — R, x — x? is not invertible. However, if we restrict the domain
of our function to some (sufficiently small) open interval D = B.(xg) <

59

Definition 6.1

Lemma 6.2

Example 6.3
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INVERSE AND IMPLICIT FUNCTIONS

Theorem 6.4

Example 6.5

Example 6.6

(0,00) then the inverse exists. Motivated by Example 6.3 above we ex-
pect that this always works whenever f'(xg) # 0, i.e., when % exists.

Moreover, it is possible to compute the derivative (f _1)' of its inverse in
yo = f(xo) as (f _l)l(yo) = % without having an explicit expression for
.

This useful fact is stated in the inverse function theorem.

Inverse function theorem. Let f: D € R” — R” be a ¢* function in
some open set D containing x°. Suppose that the Jacobian determi-
nant of f at x° is nonzero, i.e.,

0(f1,.--,fn)

- 0 0
0(x1,...,%p) =|fx")|#0 forx=x".

Then there exists an open set U around x° such that f maps U one-to-
one onto an open set V around y° = f(x°). Thus there exists an inverse
mapping £1: V — U which is also in €*. Moreover, for all y € V, we
have

Yy =) t.

In other words, a €* function f with a nonzero Jacobian determinant
at x° has a local inverse around f(x°) which is again €*.

This theorem is an immediate corollary of the Implicit Function The-
orem 6.11 below, see Problem 6.10. The idea behind the proof is that we
can locally replace function f by its differential in order to get its local
inverse.

For the case n =1, that is, a function f: R — R, we find
1
f'(x0)

Let f: R—R,x — y = f(x) =x2 and xo = 3. Then f'(x¢) =6 #0 thus f~!
exists in open ball around yg = f(x9) = 9. Moreover
1 1

F3) 6

We remark here that Theorem 6.4 does not imply that function f~! does
not exist in any open ball around £(0). As f'(0) = 0 we simply cannot
apply the theorem in this case. &

(F Y (y) = where yo = f(xo).

F o=

2 .2
Let f: R2 — R2, x — f(x) = (xl 2
X1X2

and thus
o(f1,12)

0(x1,x2)

). Then we find Df(x) = (le _2x2)
) X1

2x1 —2x9

= |Df(x)| = =2x% +2x2 #0
X2

for all x # 0. Consequently, f! exists around all y = f(x) where x # 0.
The derivative at y =f(1,1) is given by

-1 1
1 _ -1 _ 2 -2 _ 1
D Y)(y) = (DKL, 1)) _(1 1) _( %

FNICIINTY
N —
<
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6.2 Implicit Functions

Suppose we are given some function F(x,y). Then equation F(x,y) =0
describes a relation between the two variables x and y. Then if we fix x
then y is implicitly given. Thus we call this an implicit function. One
may ask the question whether it is possible to express y as an explicit
function of x.

Linear function. Let F(x,y) =ax+by =0 for a,b € R. Then we easily
find y = f(x) = —7x provided that b # 0. Observe that F, =a and F, = b.
Thus we find

y=——x and —=-— provided that F'y, # 0. O

For non-linear functions this need not work. E.g., for
Flx,y)=x>+y%>-1=0

it is not possible to globally express y as a function of x. Nevertheless,
we may try to find such an explicit expression that works locally, i.e.,
within an open rectangle around a given point (xg, yg) that satisfies this
equation. Thus we replace F locally by its total derivative

dF =F.dx+F,dy=d0=0

and obtain formally the derivative

dy _ F,
dx F,’
Obviously this only works when F(x, yo) # 0.

Implicit function theorem. Let F: D < R%2 — R be a differentiable func-
tion in some open set D. Consider an interior point (xg,yg) € D where

F(xg,y0)=0 and Fy(x0,y0) #0.
Then there exists an open rectangle R around (xg, y9), such that

® F(x,y)=0 has a unique solution y = f(x) in R, and
L9y Fy

dx F,’

Let F(x,y) = x2+y2 -8 = 0 and (xo,y0) = (2,2). Since F(xo,y0) = 0 and
Fy(x0,50) =2y0 =4 # 0, there exists a rectangle R around (2,2) such that
y can be expressed as an explicit function of x and we find

dy _ Fylxo,y0) _ 2% _ 4

—Z (%) = — 220 = - =-1,
dx Fy(x0,y0) 2y0 4

Example 6.7

dh
N

Theorem 6.8

(xcg

L Y0)

Example 6.9
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Definition 6.10

Theorem 6.11

Observe that we cannot apply Theorem 6.8 for the point (v/8,0) as then
Fy(\/§,0) = 0. Thus the hypothesis of the theorem is violated. Notice,
however, that this does not necessarily imply that the requested local
explicit function does not exist at all. O

We can generalize Theorem 6.8 to the functions with arbitrary num-
bers of arguments. Thus we first need a generalization of the partial
derivative.

Jacobian matrix. Let F: R** — R™ be a differentiable function with

Fl(xl""’xn’y17"‘7ym)
x,y)—Fx,y)= :
Fm(xl’”'axn’ylw-wym)

Then the matrix

oF oF,
ayl e aym

oF(x,y) | s
oy oF,, oF,,
0y1 " Oym

is called the Jacobian matrix of F(x,y) w.r.t. y.

Implicit function theorem. Let F: D < R**"™ — R™ be €* in some open
set D. Consider an interior point (x°,y°) € D where

F(x,y)

F(x9,y0)=0 and ‘
Jy

‘ #0 for (x,y) = (Xo,Y¥0)-

Then there exist open balls B(x?) € R” and B(y®) < R™ around x° and y°,
respectively, with B(x%) x B(yO) € D such that for every x € B(x%) there
exists a unique y € B(y®) with F(x,y) = 0. In this way we obtain a €*
function f: B(x%) € R” — B(y") € R™ with f(x) = y. Moreover,

oy (OF)‘l (OF)

ox \ody ox
The proof of this theorem requires tools from advanced calculus which

are beyond the scope of this course. Nevertheless, the rule for the deriva-

tive for the local inverse function (if it exists) can be easily derived by
means of the chain rule, see Problem 6.12.

Obviously, Theorem 6.8 is just a special case of Theorem 6.11. For
the special case where F: R**! - R, (x,y) — F(x,y) = F(x1,...,%,,y), and
some point (xp,y) with F(x¢,y0) = 0 and F,(x¢,y0) # 0 we then find that
there exists an open rectangle around (xq, y) such that y = f(x) and

oy _ Fy,
ox; Fy,’
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Let
_ A2 2 _
F(x1,%2,x3,%4) = x] +X2x3 +x5—x3x4—1=0.

We are given a point (x1,x2,x3,%4) =(1,0,1,1). We find F(1,0,1,1) =0 and
Fy,(1,0,1,1) =1 # 0. Thus there exists an open rectangle where x2 can be
expressed locally by an explicit function of the remaining variables, xg =
f(x1,x3,x4), and we find for the partial derivative w.r.t. in (x1,x3,x4) =
(1,1,1),

0x9 . Fx3 _ X9 +2x3— x4 -1

ox3  Fe,  x3
Notice that we cannot apply the Implicit Function Theorem neither at
(1,1,1,1) nor at (1,1,0,1) as F(1,1,1,1) # 0 and F,,(1,1,0,1) = 0, respec-
tively. %

Let

Fl(x1,x2,y1,y2)) 3 ( x2+x2—y?—y2+3 )

Fa(x1,%2,y1,52) 3

F(x,y):( x1+xg+y§+y§—11

and some point (xg,yo) =(1,1, 1,2).

oF, OF
aF_(ml Wi)_(le 2’“2) and  Fa1,1,2 (2 2)
= oF oF = PRI =
ox e 3x2  3x2 0x 3

oF oF
OF (3 an)_[~2n
oy |0Fx R |”

-2 _9 _
y2) and @(1,1, 1,2)= ( 2 4)
Oy1 0Oy y

Since F(1,1,1,2) =0 and |%’;y)| = —12 # 0 we can apply the Implicit
Function Theorem and get

e I e i i ) R
ox \dy ox)  -12\-3 -2)\3 3/ \-1 -1)°

Example 6.12

Example 6.13
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— Exercises

6.1

6.2

6.3

6.4

6.5

6.6

6.7

Let f: RZ — R? be a function with

x—fx) =y = (yl) _ (x1 —x1x2)
y2 x1%2

(a) Compute the Jacobian matrix and determinant of f.
(b) Around which points is it possible to find a local inverse of f?
(c) Compute the Jacobian matrix for the inverse function.

(d) Compute the inverse function (where it exists).
Let T': R2 — R? be a function with
(x,y)— (u,v) =(ax+by,cx+dy)

where a, b, ¢, and d are non-zero constants.

Show: If the Jacobian determinant of T equals 0, then the image
of T is a straight line through the origin.

Give a sufficient condition for f and g such that the equations
u=[fxy), v=gy)

can be solved w.r.t. x and y.

Suppose we have the solutions x = F(u,v) and y = G(u,v). Compute

oF oG
rm and o

Show that the following equations define y as a function of x in an
interval around xy. Compute y'(xq).

@ y>+y-23=0, x0=0
() x%2+y+sin(xy)=0, x9=0

Compute % from the implicit function x2 + y3 = 0.

For which values of x does an explicit function y = f(x) exist lo-
cally?

For which values of y does an explicit function x = g(y) exist lo-
cally?

Which of the given implicit functions can be expressed as z = g(x,y)
in a neighborhood of the given point (xg, y9,20).

og og
Compute 3> and 3

(a) x3+y3+z3—xyz—1:O, (x0,%0,20) =(0,0,1)
(b) exp(z)—22—x2-y2=0, (x0,y0,20)=(1,0,0)

Compute the marginal rate of substitution of K for L for the fol-

lowing isoquant of the given production function, that is 77-:

F(K,L)=AK*LP =F,
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6.8 Compute the derivative 7> of the indifference curve of the utility

dx

J
function:

1 1 2
(@) ulxy,x2)= (xf +x22)

(b) u(xl,...,xn):(ixjgl) ) @=>1)
i=1

— Problems

6.9 Prove Lemma 6.2.

6.10 Derive Theorem 6.4 from Theorem 6.11.

6.11

6.12

Does the inverse function theorem (Theorem 6.4) provide a nec-
essary or a sufficient condition for the existence of a local inverse
function or is the condition both necessary and sufficient?

If the condition is not necessary, give a counterexample.
If the condition is not sufficient, give a counterexample.

Let f: R® — R” be a €' function that has a local inverse function
f~! around some point x°. Show by means of the chain rule that

Y%= (f'(xo))_1 where y° = £(x°).

HINT: Notice that £~1of = id, where id denotes the identity function, i.e, id(x) = x.
Compute the derivatives on either side of the equation. Use the chain rule for the
left hand side. What is the derivative of id?

HINT: Consider function
F(x,y)=f(x)-y=0.

HINT: Use a function
f:R-R.






Convex Functions

Is there a panoramic view over our entire function?

7.1 Convex Sets

Convex set. A set D = R" is called convex, if each pair of points x,ye D  Definition 7.1
can be joints by a line segment lying entirely in D, i.e., if

(1-t)x+tyeD forallx,yeD and all t€[0,1].
The line segment between x and y is the set

[x,yl={z=(1-t)x+ty: t€[0,1]}. /y
whose elements are so called convex combinations of x and y. Hence X
[x,y] is also called the convex hull of these points.

The following sets are convex: Example 7.2

The following sets are not convex:

@ ) 6o

Intersection. The intersection of convex sets is convex. Theorem 7.3
PROOF. See Problem 7.7. O

Notice that the union of convex need not be convex.

67
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Example 7.4

Definition 7.5

Definition 7.6

Example 7.7

Example 7.8

Half spaces. Let p e R", p # 0, and m € R. Then the set
H={xecR":p -x=m}

is called a hyperplane in R®. It divides R" into two so called half
spaces

H,={xecR":p'-x>m} and H_={xecR":p -x<m}.

All sets H, H*, and H~ are convex, see Problem 7.8. &

7.2 Convex and Concave Functions

Convex and concave function. A function f: D < R" — R is convex
if D is convex and

FA-t)x1+tx9) s (1-8) f(x1)+ ¢ f(X2)

for all x1,x9 € D and all ¢ € [0,1]. This is equivalent to the property that
the set {(x,y) e R"*1: y > f(x)} is convex.
Function f is concave if D is convex and

FA-t)x1+tx9) = (1-8) f(x1)+ ¢ f(X2)
for all x1,x9 € D and all ¢ € [0, 1].

Notice that a function f is concave if and only if —f is convex, see Prob-
lem 7.9.

Strictly convex function. A function f: D < R" — R is strictly convex
if D is convex and

FlA-0x1+tx2) <(1-8) f(x1)+¢f(x2)
for all x1,x9 € D with x; # X9 and all ¢ € (0,1). Function f is strictly
concave if this equation holds with “<” replaced by “>”.
Linear function. Let a € R" be constant. Then f(x) = a’-x is both convex
and concave:
FlA-t)x1+txg)=a'- (1-t)x1 +tx3) =(1-t)a'-x; +ta'-x9
=(1-t)f(x1)+tf(x2)

However, it is neither strictly convex nor strictly concave. O

Quadratic function. Function f(x) = x? is strictly convex:
fA-Dx+ty)—[A-1)fx)+tf(y)]
= (A-tx+ty)* - [A-Dx®+1y?]
=(1-82x2+20-txy+t2y2 —(1-)x? —ty?
=—t(1-t)x2+2(1-t)txy—t(1—1t)y>
=—t1-t)(x-y)*<0
forxZyand O<t<1. &



7.2 CONVEX AND CONCAVE FUNCTIONS

69

Convex sum. Let ay,...,a; > 0. If f1(x),...,fr(X) are convex (concave)
functions, then

k
gx®) =) a;fi(x)
i=1

is convex (concave). Function g(x) is strictly convex (strictly concave) if
at least one of the functions f;(x) is strictly convex (strictly concave).

PROOF. See Problem 7.12. O

An immediate consequence of this theorem and Example 7.8 is that
a quadratic function f(x) = ax? + bx + ¢ is strictly convex if a > 0, strictly
concave if a < 0 and both convex and concave if a = 0.

Quadratic form. Let A be a symmetric n x n matrix. Then quadratic
form g(x) = x'Ax is strictly convex if and only if A is positive definite. It
is convex if and only if A is positive semidefinite.

Similarly, g is strictly concave if and only if A is negative definite. It
is concave if and only if A is negative semidefinite.

PROOF IDEA. We first show by a straightforward computation that the
univariate function g(¢) = g ((1-#)x; +¢x2) is strictly convex for all x1,x3 €
R”™ if and only if A is positive definite.

PROOF. Let x; and x3 be two distinct points in R™. Then

g(t) = q((1 - H)x1 +txg) = q(x1 + t(x2 —x1))
= (xl + t(xo — xl))/A(xl +H(xo — xl))
= t3(xg — x1)' A(x2 — X1) + 2t (X} Axp — x| Ax;) + x| Ax]
=q(x1—-x2)t% + 2(x1Axg — q(x1)) ¢+ q(x1)

is a quadratic function in ¢ which is strictly convex if and only if ¢(x; —
x9) > 0. This is the case for each pair of points x; and x3 if and only if A
is positive definite. We then find

q((1-)x1 +tx2) = g(t) =g((1-8)0+¢1)
>(1-8)g0)+tg(1)=(1-t)qg(x1)+tg(x2)

for all £ €(0,1) and hence q is strictly convex as well. The cases where g
is convex and (strictly) concave follow analogously. O

Recall from Linear Algebra that we can determine the definiteness
of a symmetric matrix A by means of the signs of its eigenvalues or by
the signs of (leading) principle minors.

Theorem 7.9

Theorem 7.10
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Theorem 7.11

N

X0

@

X0

Tangents of convex functions. A ¢! function f is convex in an open,
convex set D if and only if

f(X)— f(x0) = Vf(x0)(x—Xq) (7.1)

for all x and x¢ in D, i.e., the tangent is always below the function.
Function f is strictly convex if and only if inequality (7.1) is strict for
X # Xq.

A €' function f is concave in an open, convex set D if and only if

f(x)—f(x0) = Vf(x0) - (x—x0)
for all x and x¢ in D, i.e., the tangent is always above the function.

PROOF IDEA. For the necessity of condition (7.1) we transform the in-
equality for convexity (see Definition 7.5) into an inequality about differ-
ence quotients and apply the Mean Value Theorem. Using continuity of
the gradient of f yields inequality (7.1).

We note here that for the case of strict convexity we need some tech-
nical trick to obtain the requested strict inequality.

For sufficiency we split an interval [xg,x] into two subintervals [xg, z]
and [z,x] and apply inequality (7.1) on each.

PROOF. Assume that f is convex, and let x¢,x € D. Then we have by
definition

f((l—t)x0+tx) <s(1-tfxg)+tf(x)
and thus

f (%0 + t(x — X)) — f (x0)

f&x)—f(xo) = ;

= V() - (x—x0)

by the mean value theorem (Theorem 4.10) where é(¢) € [xg,Xo+#(X—X()].
(Notice that the central term is the difference quotient corresponding to
the directional derivative.) Since f is a 6! function we find

f(x) - f(x0) = 1E%Vf(f(t)) “(x—x%0) = Vf(x0) - (x—xX0)

as claimed.
Conversely assume that (7.1) holds for all xg,x€ D. Let £€[0,1] and
z=(1-t)xg+tx. Then z€ D and by (7.1) we find

1-8)(fx0)— (@) +t(f(x) - f(2))
=(1-t)Vf(z)(xg—2z)+tV[f(z)(x—12)
=Vf(z)((1-t)xo+tx—2))=Vf(z)0=0.

Consequently,

(1-t)f(xo)+tf(x) = f(z) = f((1-t)xo + tx)
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and thus f is convex.

The proof for the case where f is strictly convex is analogous. How-
ever, in the first part of the proof f(x)— f(x¢) > Vf(£(¢)) - (x —x() does not
imply strict inequality in

f(x)—f(x0) = %i_l}évf(f(t))-(x—xo).

So we need a technical trick. Assume x # X and let x; = (x+x¢)/2. By
strict convexity of f we have f(x1) < %( f(X)+ f(x¢)). Hence we find

2(x1—x9)=x-%9 and 2(f(x1)-f(xg)) < f(x)-[f(x0)
and thus
F(x)— f(x0) > 2(f(x1) — f(X0)) = 2V f(x0) - (X1 —X0) = V[ (X0) - (X — X0)
as claimed. O

There also exists a version for functions that are not necessarily dif-
ferentiable.

Subgradient and supergradient. Let f be a convex function on a
convex set D € R”, and let Xy be an interior point of D. If f is convex,
then there exists a vector p such that

fx)-f(xo)=p'-(x-x¢) forallxeD.
If f is a concave function on D, then there exists a vector ¢ such that
fx)-f(xo)<q -(x-x%x¢) forallxeD.

The vectors p and q are called subgradient and supergradient, resp.,
of f at xy.

We omit the proof and refer the interested reader to [2, Sect. 2.4].

Jensen’s inequality, discrete version. A function f on a convex do-
main D € R" is concave if and only if

k k
f(z aixi) > Z a;f(x;)
i=1 i=1
for all x; € D and «a; =0 with Zle a; =1.
PROOF. See Problem 7.13.

We finish with a quite obvious proposition.

Restriction of a function. Let f: D < R” — R™ be some function and
S c D. Then the function f | g: S — R™ defined by f | s(X) = f(x) for all
x € S is called the restriction of f to S.

Theorem 7.12

X0

Theorem 7.13

Definition 7.14
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Lemma 7.15 Let f be a (strictly) convex function on a convex set D cR® and S<D a
convex subset. Then f | g is (strictly) convex.

We close this section with a few useful results.
Lemmma 7.16 Function f(x) is convex if and only if {(x,y): x€ D, f(x) < y} is convex.
Function f(x) is concave if and only if {(x,y): x€ Dy, f(x) = y} is convex.
PROOF. Observe that {(x,y): x € Dy, f(x) < y} is the region above the
graph of . Thus the result follows from Definition 7.5. O
Lemma 7.17 Minimum and maximum of two convex functions.

Theorem 7.18

(a) If f(x) and g(x) are concave, then min {f(x),g(x)} is concave.

(b) If f(x) and g(x) are convex, then max{ f (x),g(x)} is convex.
PROOF. See Problem 7.14.

Composite functions. Suppose that f: Dy cR" -=Rand F: DpcR—
R are two functions such that f(D ;) € Dr. Then the following holds:

(a) If f(x) is concave and F'(u) is concave and increasing, then G(x) =
F(f(x)) is concave.

(b) If f(x) is convex and F'(u) is convex and increasing, then G(x) =
F(f(x)) is convex.

(c) If f(x) is concave and F(u) is convex and decreasing, then G(x) =
F(f(x)) is convex.

(d) If f(x) is convex and F(u) is concave and decreasing, then G(x) =
F(f(x)) is concave.

PROOF. We only show (a). Assume that f(x) is concave and F(u) is
concave and increasing. Then a straightforward computation gives

G(A-tx+ty) =F(f(1-tx+ty) =2 F(1-1)f ) +tf(y))
=2 (1-DF(fx)+tF(f(y) =1 -1)Gx) +tG(y)
where the first inequality follows from the concavity of f and the mono-

tonicity of F. The second inequality is implied by the concavity of F. [

7.3 Monotone Univariate Functions

We now want to use derivatives to investigate the convexity or concavity
of a given function. We start with univariate functions and look at the
simpler case of monotonicity.
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Monotone function. A function f: D <R — R is called monotonically
increasing [monotonically decreasing] if

x1=x2 = f(x1)=f(x2) [f(x1)=f(x2)].
It is called strictly increasing [strictly decreasing] if
x1<x2 = fx1)<f(x2) [f(x1)>flx2)].

Notice that a function f is (strictly) monotonically decreasing if and
only if —f is (strictly) monotonically increasing. Moreover, the implica-
tion in Definition 7.19 can be replaced by an equivalence relation.

A function f: D <R — R is [strictly] monotonically increasing if and only
if
x1<xg © fle)<flx) [flx1)<flx2)].

For a ¢! function f we can use its derivative to verify monotonicity.

Monotonicity and derivatives. Let f: D <R — R be a 6! function.
Then the following holds.

(1) f is monotonically increasing on its domain D if and only if f'(x) =0
for all x € D.

(2) f is strictly increasing if f/(x) > 0 for all x € D.

(3) If f'(x0) > 0 for some x¢ € D, then f is strictly increasing in an open

neighborhood of xg.

These statements holds analogously for decreasing functions.

Notice that (2) is a sufficient but not a necessary condition for strict
monotonicity, see Problem 7.15.

Condition (2) can be replaced by a weaker condition that we state
without proof:

(2’) f is strictly increasing if f/(x) > 0 for almost all x € D (i.e., for all but
a finite or countable number of points).

PROOF. (1) Assume that f'(x) = 0 for all x € D. Let x1,x9 € D with x1 < xo.
Then by the mean value theorem (Theorem 4.10) there exists a & € [x1,x2]
such that

flxg)—flx1)=f'(E)xg—x1)=0.

Hence f(x1) < f(x2) and thus f is monotonically increasing. Conversely,
if f(x1) < f(x9) for all x1,x9 € D with x1 < x9, then

f(x2)— f(x1) >0 andthus ()= lim flx2)— f(x1) N
X9 —X1 X2—X1 X9 —X1

for all x1 € D. For the proof of (2) and (3) see Problem 7.15. O

0

Definition 7.19

f(x2)

fx1)

x1

Lemma 7.20

Theorem 7.21

x2
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Theorem 7.22

Theorem 7.23

Theorem 7.24

7.4 Convexity of €2 Functions

For univariate 42 functions we can use the second derivative to verify
convexity of the function, similar to Theorem 7.21.

Convexity of univariate functions. Let f: D <R — R be a €2 function
on an open interval D € R. Then f is convex [concave] in D if and only if
f'(x)=0[f"(x)<0] for all x€ D.

PROOF IDEA. In order to verify the necessity of the condition we apply
Theorem 7.11 to show that f’ is increasing. Thus f”(x) = 0 by Theo-
rem 7.21.

The sufficiency of the condition immediately follows from the La-
grange form of the reminder of the Taylor polynomial similar to the proof
of Theorem 7.21.

PROOF. Assume that f is convex. Then Theorem 7.11 implies

fx2)—f(x1)
x

2~ X1

flxy) < < f(x2)
for all x1,x2 € D with x1 < xo. Hence f’ is monotonically increasing and
thus f"(x) = 0 for all x € D by Theorem 7.21, as claimed.

Conversely, assume that f"(x) = 0 for all x € D. Then the Lagrange’s
form of the remainder of the first order Taylor series (Theorem 5.5) gives

6]
2

() = fxo) + f(x0) (x — x0) + (x —2x0)? = f(x0) + f(x0) (x — x0)
and thus

f(@) = f(xo) = f(x0) (x —x0).
Hence f is convex by Theorem 7.11. O

Similarly, we obtain a sufficient condition for strict convexity.

Let : D <R — R be a ¢2 function on an open interval D < R. If f"(x¢) > 0
for some x¢ € D, then f is strictly convex in an open neighborhood of xg.

PROOF. Since f is a €2 function there exists an open ball B,(x) such
that f”(x) > 0 for all x € B.(xy). Using the same argument as for Theo-
rem 7.22 the statement follows. O

These results can be generalized for multivariate functions.
Convexity of multivariate functions. A €2 function is convex (con-

cave) on a convex, open set D € R” if and only if the Hessian matrix
f"(x) is positive (negative) semidefinite for each x € D.
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PRrROOF IDEA. We reduce the convexity of f to the convexity of all uni-
variate reductions of f and apply Theorems 7.22 and 7.10.

PROOF. Let x,xp € D and ¢ € [0,1]. Define
g®) =f((1-8xo +tx) = f(x0 + t(x —X0)) .
If g is convex for all x,xg € D and ¢ €[0, 1], then

F(A-t)xo+tx)=g(t)=g((1—1)-0+¢-1)
<(1-1)g(0)+tg(1) = (1-1)f (%) +tf(x)

i.e., f is convex. Similarly, if f is convex then g is convex. Applying the
chain rule twice gives

g'(t)=Vf(xo+tx—x¢)) (x-%p), and
g"(#)=(x—x0)'f"(x0 + t(x—x0)) - (x—X0) .

By Theorem 7.22, g is convex if and only if g”(¢) = 0 for all ¢. The latter
is the case for all x,x( € D if and only if f”(x) is positive semidefinite for
each x € D by Theorem 7.10. O

By a similar argument we find the multivariate extension of Theo-
rem 7.23.

Let f be a €2 function on a convex, open set D € R" and x¢ € D. If f"(x¢)
is positive (negative) definite, then f is strictly convex (strictly concave)
in an open ball B.(x() centered at xq.

PROOF IDEA. Completely analogous to the proof of Theorem 7.24 except
that we replace inequalities by strict inequalities. O

We can combine the results from Theorems 7.24 and 7.25 and our
results from Linear Algebra as following. Let f be a €2 function on a
convex, open set D € R” and xg € D. Let H,(x) denotes the rth leading
principle minor of f”(x) then we find

* H,.(xq)>0 forall r = f is strictly convex in some open ball B.(xg).

* (—1)"H,(x¢) >0 for all r = f is strictly concave in B.(xg).

The condition for semidefiniteness requires evaluations of all prin-
ciple minors. Let M;, ; denote a generic principle minor of order r of
f"(x). Then we have the following sufficient condition:

* M;, ;. =20forallxeDandalli;<...i,forr=1,...,n
< fisconvexin D.

* (-1)M,;, ;, =0forallxeDandalli;<...i,forr=1,...,n
< f is concave in D.

Theorem 7.25
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Example 7.26 Logarithm and exponential function. The logarithm function
log: D =(0,00) — R, x — log(x)
is strictly concave as its second derivative (log(x))” = —% < 0 is negative
for all x € D. The exponential function
exp: D =R— (0,00), x — e*
is a strictly convex as its second derivative (exp(x))” = e* > 0 is positive
forall xeD. ¢
e -
1 =4
1 e )
log(x) /
1
Example 7.27 Function f(x,y) = x* + x2 — 2x y + y2 is strictly convex in D = R2.
SOLUTION. Its Hessian matrix is
" (1262 +2 -2
[, y) = ( g 9
with leading principle minors Hy = 12x2+2 > 0 and Hy = |f"(x,y)| =
24x? = 0. Observe that both are positive on Dg = {(x,y): x # 0}. Hence f
is s_trictly convex on Dy. Since f is a 6?2 function and the closure of D
is Do =D we can conclude that f is convex on D. &
Example 7.28 Cobb-Douglas function. The Cobb-Douglas function

f:D=(0,00?%—R,(x,y)— flx,y) = x%yP

with a,f=0 and a+ 8 <1 is concave.
SOLUTION. The Hessian matrix at (x,y) and its principle minors are
oo~ ).
Mi=a(a-1Dx"2yf <0,
My =B(B-1Dx"yf2<o0,
Mig=ap(l-a-p)x2*2y? 20,

The Cobb-Douglas function is strict concave if ¢, >0and a+f<1. ¢
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7.5 Quasi-Convex Functions

Convex and concave functions play a prominent role in static optimiza-
tion. However, in many theorems convexity and concavity can be re-
placed by weaker conditions. In this section we introduce a notion that
is based on level sets.

Level set. The set
Uc={xeD: f(x)=c}=f"(lc,00))
is called a upper level set of f. The set
L.={xeD: f(x)<c}=f " (~o0,cl)

is called a lower level set of .

B i/

upper level set lower level set

Level sets of convex functions. Let f: D = R” — R be a convex func-
tion and ¢ € R. Then the lower level set L. = {xe€D: f(x) < c} is convex.

PROOF. Let x1,x0€{xeD: f(x)<c}, i.e.,, f(xX1) <c and f(x2) <c. Then
for every y = (1 — £)x1 + tx9 with ¢ € [0, 1] we find

F=FfA-tx1+tx2) < (1-8)f(x1)+tf(x)<(1—-t)c+tc=c

that is, ye {xe D: f(x) < c¢}. Thus the lower level set {xe D: f(x) < c} is
convex, as claimed. O

We will see in the next chapter that functions where all its lower level
sets are convex behave in many situations similar to convex functions,
that is, they are quasi convex. This motivates the following definition.

Quasi-convex. A function f: D € R* — R is called quasi-convex if
each of its lower level sets L, = {x € D: f(x) < ¢} are convex.

Function f is called quasi-concave if each of its upper level sets
U,={xeD: f(x)=c} are convex.

Analogously to Problem 7.9 we find that a function f is quasi-concave
if and only if —f is quasi-convex, see Problem 7.16.

Obviously every concave function is quasi-concave but not vice versa
as the following examples shows.

X

. a2 .
Function f(x) =e™ is quasi-concave but not concave. &

Definition 7.29

Lemma 7.30

Definition 7.31

Example 7.32
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Theorem 7.33 Characterization of quasi-convexity. A function f on a convex set
D cR” is quasi-convex if and only if

F((1-)x1 +tx9) < max {f(x1), f(x2)}

for all x1,x9 € D and ¢ € [0,1]. The function is quasi-concave if and only
if

f((1-8)x1 +tx2) = min{f(x1), f (x2)}

for all x1,x9 € D and ¢ €[0,1].

N TN

x1 X2 X1 x2
quasi-convex quasi-concave

PROOF IDEA. For ¢ = max{f(x1), f(x2)} we find that
(1-t)xy1+txeeL.={xeD: f(x)<c}

is equivalent to
F((1-)x1 +tx2) < ¢ = max {f (x1), f(x2)} .

PROOF. Let x1,x9 € D and ¢ € [0,1]. Let ¢ = max{f(x1),f(x2)} and as-
sume w.l.o.g. that ¢ = f(x2) = f(x1). If f is quasi-convex, then (1 —#)x; +
txge L, ={xeD: f(x)<c}and thus f((1-#)x1+ix9) < c = max{f(xl),f(xz)}.
Conversely, if f((1-t)x1 + ¢xg2) < ¢ = max{f(x1),f(x2)}, then (1-t)x; +
txg € L. and thus f is quasi-convex. The case for quasi-concavity is
shown analogously. O

In Theorem 7.18 we have seen that some compositions of functions
preserve convexity. Quasi-convexity is preserved under even milder con-
dition.

Theorem 7.34 Composite functions. Suppose that f: Dy cR” -=Rand F: Dp R —
R are two functions such that f(D;) = Dr. Then the following holds:

(a) If f(x) is quasi-convex (quasi-concave) and F'(u) is increasing, then
G(x) = F(f(x)) is quasi-convex (quasi-concave).

(b) If f(x) is quasi-convex (quasi-concave) and F'(u) is decreasing, then
G(x) = F(f(x)) is quasi-concave (quasi-convex).

PROOF IDEA. Monotone transformations preserve (in some sense) level
sets of functions.
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—~

ﬁ\-‘f‘* \ ﬁ N
A\

2

flx,y)=—x%-y? exp(—x2 - y?)

PROOF. Assume that f is quasi-convex and F is increasing. Thus by
Theorem 7.33 f((l —1)x1 + txz) < max {f(X]_),f(XQ)} for all x1,x9 € D and
t €[0,1]. Moreover, F(y1) < F(y2) if and only if y; < y9. Hence we find for
all x1,x9 €D and ¢ €[0,1],

F(f((1-t)x1 +tx9)) < F(max{f(x1), f (x2)}) < max {F(f (x1)), f (f (x2))}

and thus Fof is quasi-convex. The proof for the other cases is completely
analogous. O

Theorem 7.34 allows to determine quasi-convexity or quasi-concavity
of some functions. In Example 7.28 we have shown that the Cobb-Douglas
function is concave for appropriate parameters. The computation was a
bit tedious and it is not straightforward to extend the proof to functions
of the form Z?zlx?". Quasi-concavity is much easier to show. Moreover,
it holds for a larger range of parameters and our computation easily gen-
eralizes to many variables.

Cobb-Douglas function. The Cobb-Douglas function
f:D=(0,00% = R,(x,y)— f(x,y) = x%y"

with a, f = 0 is quasi-concave.

SOLUTION. Observe that f(x,y) = exp (alog(x)+ flog(y)). Notice that
log(x) is concave by Example 7.26. Thus alog(x) + flog(y) is concave by
Theorem 7.9 and hence quasi-concave. Since the exponential function
exp is monotonically increasing, it follows that the Cobb-Douglas func-
tion is quasi-concave if a, § > 0. &

Notice that it is not possible to apply Theorem 7.18 to show concavity
of the Cobb-Douglas function when a + < 1.

CES function. Let aq,...,a, = 0. Then function

n 1/r
fx)= (Z aixlr)
i=1

is quasi-concave for all r <1 and quasi-convex for all r = 1.

SOLUTION. Since (x;)" = r(r — Dx’ "2, we find that x/ is concave for
r €[0,1] and convex otherwise. Hence the same holds for Z;‘:laix; by
Theorem 7.9. Since F(y) = y" is monotonically increasing if » > 0 and
decreasing if r < 0, Theorem 7.34 implies that f(x) is quasi-concave for
all » <1 and quasi-convex for all r = 1. &

Example 7.35

Example 7.36
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Example 7.37

Definition 7.38

Theorem 7.39

In opposition to Theorem 7.9 the sum of quasi-convex functions need
not be quasi-convex.

The two functions f1(x) = exp (- (x —2)?) and fa(x) = exp (- (x + 2)?) are
quasi-concave as each of their upper level sets are intervals (or empty).
However, f1(x)+ f2(x) has two local maxima and thus cannot be quasi-
concave.

There is also an analog to strict convexity. However, a definition us-
ing lower level set were not useful. So we start with the characterization
of quasi-convexity in Theorem 7.33.

Strictly quasi-convex. A function f on a convex set D € R" is called
strictly quasi-convex if

f((Q—5x; +tx2) < max {f(x1), f(x2)}

for all x1,x9 with x; # X9, and ¢ € (0,1). It is called strictly quasi-
concave if

f((1-8)x1 +tx2) > min{f(x1), f (x2)}

for all x1,x9 with x1 #x9, and ¢t € (0, 1).

Our last result shows, that we also can use tangents to characterize
quasi-convex function. Again, the condition is weaker than the corre-
sponding condition in Theorem 7.11.

Tangents of quasi-convex functions. A ¢! function f is quasi-convex
in an open, convex set D if and only if

f(X)<f(x¢) implies Vf(xg)-(x—x%g)<0
for all x,xy € D. It is quasi-concave if and only if
f(X)=f(x9) implies Vf(xg)-(x—x%g)=0

for all x,xp € D.

PROOF. Assume that f is quasi-convex and f(x) < f(xg). Define g(¢) =
f((1-t)xo +tx) = f (%0 + t(x—X¢). Then Theorem 7.33 implies that g(0) =
f(xo) = g(t) for all t € [0,1] and hence g’(0) < 0. By the chain rule we find
g'(t) = Vf(xo+#(x—x%0))(x—X¢) and consequently g'(0) = Vf(xp)-(x—x¢) <
0 as claimed.

For the converse assume that f is not quasi-convex. Then there exist
x,Xg € D with f(x) < f(x¢) and a z = x¢ + #(x — x¢) € D for some ¢ € (0,1)
such that f(z) > f(x¢). Define g(¢) as above. Then g(¢) > g(0) and there
exists a 7 € (0,1) such that g'(z) > 0 by the Mean Value Theorem, and
thus Vf(zg)-(x—12¢) > 0, where zy = g(7). We state without proof that we
can find such a point zg where f(zg) = f(x). Thus the given condition is
violated for some points.

The proof for the second statement is completely analogous. O
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— EXxercises

7.1

7.2

7.3

7.4

7.5

7.6

Let
4
fl)=x*+ §x3 —24x>+8.
(a) Determinte the regions where f is monotonically increasing
and monotonically decreasing, respectively.
(b) Determinte the regions where f is concave and convex, re-
spectively.
A function f: R — (0,00) is called log-concave if Inof is a concave

function.

Which of the following functions is log-concave?

(a) f(x)=3exp(—x?)

(b) g(x)=4exp(-x7)

(¢) h(x)=2exp(x?)

(d) s:(-1,1) = (0,00), x— s(x) =1 —x*

Determine whether the following functions are convex, concave or
neither.

(a) f(x)=exp(-y&) on D =[0,00).
(b) f(x)=exp(-X", %) onD =[0,00)".
HINT: Use Theorem 7.18.

Determine whether the following functions on R? are (strictly) con-
vex or (strictly) concave or neither.

(@) flx,y)=x2—-2xy+2y%+4x—8

(b) g(x,y)=2x2-3xy+y?+2x—4y—2

(¢) h(x,y)=-x2+4xy—4y>+1
Show that function

Fle,y)=ax®+2bxy+cy’ +px+qy+r

is strictly concave if ac —b2 >0 and a < 0, and strictly convex if
ac—b%2>0anda>0.
Find necessary and sufficient conditions for (strict) convexity/concavity
of f.
Show that f(x,y) = exp(—x? — y2) is quasi-concave in D = R? but not
concave. Apply Theorem 7.34.

Is there a domain where f is (strictly) concave? Compute the
largest of such domains.
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HINT: Use Lemma 7.16.

HINT: Give a strictly in-
creasing function f where

JHOEI)

— Problems

7.7

7.8

7.9

7.10

7.11

7.12

7.13

7.14

7.15

7.16

Let Sq,...,S; be convex sets in R”. Show that their intersection
ﬂ}l?zl S; is convex (Theorem 7.3).

Give an example where the union of convex sets is not convex.
Show that the sets H, H*, and H~ in Example 7.4 are convex.

Show that a function f: D €R" — R is (strictly) concave if and only
if function g: D € R"” — R with g(x) = — f(x) is (strictly) convex.

A function f: R — (0,00) is called log-concave if Inof is a concave
function.

Show that every concave function f: R — (0,00) is log-concave.

Let T': (0,00) — R be a strictly monotonically increasing twice dif-
ferentiable transformation. A function f: R — (0,00) is called T'-
concave if T o f is a concave function.

Consider the family T.(x), ¢ < 0, of transformations with Ty(x) =
In(x) and T'.(x) = —x¢ for ¢ < 0.

(a) Show that all transformations 7T, satisfy the above condi-
tions for all ¢ < 0.
(b) Show that f(x) = exp(—x?) is T_1/2-concave.

(c) Show that f(x) = exp(—x?) is T..-concave for all ¢ < 0.

Prove Theorem 7.9.

Prove Jensen’s inequality (Theorem 7.13).

HINT: For k& = 2 the theorem is equivalent to the definition of concavity. For £ = 3
use induction.

Prove Lemma 7.17.

Prove (2) and (3) of Theorem 7.21.

Condition (2) (i.e., f'(x) > 0 for all x € D) is sufficient for f be-
ing strictly monotonically increasing. Give a counterexample that
shows that this condition is not necessary.

Suppose one wants to prove the (false!) statement that f/(x) > 0 for
each x € Dy for every strictly increasing function f. Thus he or she
uses the same argument as in the proof of Theorem 7.21(1). Where
does this argument fail?

Show that a function f: D < R® — R is (strictly) quasi-concave if
and only if function g: D € R* — R with g(x) = —f(x) is (strictly)
quasi-convex.
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We want to find the highest peak in our world.

8.1 Extremal Points

We start with so called global extrema.

Extremal points. Let f: D c R" — R. Then x* € D is called a (global)
maximum of f if

fx*)=f(x) forallxeD.

It is called a strict maximum if the inequality is strict for x #x*.
Similarly, x* € D is called a (global) minimum of f if f(x*) < f(x) for
allxeD.

A stationary point x( of a function f is a point where the gradient
vanishes, i.e,

Vf(x0)=0.

Necessary first-order conditions. Let f be a € function on an open
set D € R™ and let x* € D be an extremal point. Then x* is a stationary
point of £, i.e.,

VF(x*)=0.

PRrROOF. If x* is an extremal point then all directional derivatives are 0
and thus the result follows. O

Sufficient conditions. Let f be a 6! function on an open set D < R”
and let x* € D be a stationary point of f.

If £ is (strictly) convex in D, then x* is a (strict) minimum of f.

If £ is (strictly) concave in D, then x* is a (strict) maximum of f.
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Definition 8.1

Definition 8.2

Theorem 8.3

Theorem 8.4
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PROOF. Assume that f is strictly convex. Then by Theorem 7.11
fE)-fx")>Vix") (x-x)=0-(x-x")=0
and hence f(x) > f(x*) for all x # x*, as claimed. The other statements
follow analogously. O
Example 8.5 Cobb-Douglas function. We want to find the (global) maxima of
f:D=10,00 —R, f(x,y)=4xiyi—x—y.
SOLUTION. A straightforward computation yields
fx= x_%y i 1
1.3
f y =Xty 4 — 1
and thus xg = (1,1) is the only stationary point of this function. As f is
strictly concave (see Example 7.28) xg is the global maximum of f. <
Definition 8.6 Local extremal points. Let f: D € R" — R. Then x* € D is called a
local maximum of f if there exists an € > 0 such that
f(x*)=f(x) forall xeB.(x").
It is called a strict local maximum if the inequality is strict for x # x*.
Similarly, x* € D is called a local minimum of f if there exists an
£ >0 such that f(x*) < f(x) for all x € B.(x*).
Local extrema necessarily are stationary points.
Theorem 8.7 Sufficient conditions for local extremal points. Let f be a 62 func-
tion on an open set D € R™ and let x* € D be a stationary point of f.
If £ (x*) is positive definite, then x* is a strict local minimum of f.
If f"(x*) is negative definite, then x* is a strict local maximum of f.
PROOF. Assume that f”(x*) is positive definite. Since f” is continuous,
there exists an ¢ such that f”(x) is positive definite for all x € B.(x*)
and hence f is strictly convex in B.(x*). Consequently, x* is a strict
minimum in B.(x*) by Theorem 8.4, i.e., a strict local minimum of f. [
Example 8.8 We want to find all local maxima of

1 1
flx,y)= Ex3—x+zxy2.

SOLUTION. The partial derivative of f are given as
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and hence we find the stationary points x; = (0,2), x2 = (0, -2), x3 =
(v/2,0), and x4 = (—v/2,0). In order to apply Theorem 7.25 we need the
Hessian of f,

R
~————

DO D[

f"(x y) = (fxx(X) fxy(x)) _ ( x

fyx(X) fyy(x) B %y

1 \/§ O . . . .

We then find f"(x3) = /2 |- Its leading principle minors are both
2

positive, Hy = v2>0 and Hy = 1> 0, and hence x3 is a local minimum.

Similarly we find that x4 is a local maximum. &

Besides (local) extrema there are also other types of stationary points.

Saddle point. Let f be a €2 function on an open set D < R". A station-
ary point x¢ € D is called a saddle point if f"(xg) is indefinite, that is,
if f is neither convex nor concave in any open ball around x*.

In Example 8.8 we have found two additional stationary points: x; =

(0,2) and x9 = (0, —2). However, the Hessian of f at x;,
" (01
fr(x1)= (1 0

is indefinite as it has leading principle minors H; =0 and Hy = -1 < 0.
Consequently x; is a saddle point. &

8.2 The Envelope Theorem

Let f(x,r) be a € function with (endogenous) variable x € D € R” and
parameter (exogenous variable) r € R, An extremal point of f may de-
pend on r. So let x*(r) denote an extremal point for a given parameter r
and let

i) = mea})xf(x, r)=f(x"(r),r)
be the value function.

Envelope theorem. Let f(x,r) be a ¢! function on D x R* where D
R”. Let x*(r) denote an extremal point for a given parameter r and
assume that r — x*(r) is differentiable. Then

of "(r) _ of(x,x)

or; or;

x=x*(r)
PROOF IDEA. The chain rule implies
of"(x) o (x*(x),r)

or; or;

=) fu(x"@),r)-
=1

12

0x} (r) . of (x,r) _ Of(x,r)
or; or; Bl

x=x*(r) arj x=x*(r)

=0

Definition 8.9

Example 8.10

Theorem 8.11
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as claimed. O

The following figure illustrates this theorem. Let f(x,r) = /x—rx and
[*(r) =max, f(x,r). g.(r)=f(r,x) denotes function f with argument x
fixed. Observe that f*(r) = max, g,(r).

245 ‘ f*r)
81
82/3
81/2 >
g4/11 —]
W\ '"

See Lecture 11 in Mathematische Methoden for further examples.

8.3 Constraint Optimization - The Lagrange
Function

In this section we consider the optimization problem

max (min) f(x1,...,X,)

subject to g;(x1,...,x,)=cj, j=1,....m (m<n)
or in vector notation
max (min) f(x) subjectto gx)=c.

Definition 8.12 Lagrange function. Function

m

LA =f®-A(Egx)-e) =X - Ajg;x)-c;)

Jj=1

is called the Lagrange function (or Lagrangian) of the above con-
straint optimization problem. The numbers A; are called Lagrange
Lagrange multiplier multipliers .

In order to find candidates for solutions of the constraint optimiza-
tion problem we have to find stationary points of the Lagrange function.
We state this condition without a proof.

Theorem 8.13 Necessary condition. Suppose that f and g are €' functions and
x* (locally) solves the constraint optimization problem and g'(x*) has
maximal rank m, then there exist a unique vector A* =(17,...,1}) such
that VZ(x*,A*)=0.
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This necessary condition implies that df'(x*) = A*g'(x*). The follow-
ing figure illustrates the situation for the case of two variables x and y
and one constraint g(x,y) = ¢. Then we have find Vf = AVg, that is, in
an optimal point Vf is some multiple of Vg.

Vf=AVg

o
Ny

Also observe that a point x is admissible (i.e., satisfies constraint
g(x) = ¢) if and only if %(X,A) =0 for some vector A =0.

Sufficient condition. Let f and g be 6. Suppose there exists a A* =
(A3,...,A;,) and an admissible x* such that (x*,A") is a stationary point
of £,ie, VL(X",A*)=0. If £(x,1%) is concave (convex) in x, then x*
solves the constraint maximization (minimization) problem.

PROOF. By Theorem 8.4 these conditions imply that x* is a maximum of
Lx,A*)wrt. x, i.e.,

L&A =)= ) A(gi(x")~¢))
=1

> f(x)- ) Ai(gi(®—cj)=L(x;A7).
j=1

However, all admissible x satisfy g;(x) = ¢; for all j and thus f(x*) =
f(x) for all admissible x. Hence x* solves the constraint maximization
problem. O

Similar to Theorem 8.7 we can find sufficient conditions for local so-
lutions of the constraint optimization problem. That is, (x*,A%) is a sta-
tionary point of £ and £ w.r.t. x is strictly concave (strictly convex) in
some open ball around (x*,A*), then x* solves the local constraint maxi-
mization (minimization) problem. Such an open ball exists if the Hessian
of £ w.r.t. x is negative (positive) definite in (x*,A%).

However, such a condition is too strong. There is no need to in-
vestigate the behavior of £ for points x that do not satisfy constraint
g(x) = ¢. Hence (roughly spoken) it is sufficient that the Lagrange func-
tion &£ is strictly concave on the affine subspace spanned by the gradi-
ents Vg1(x*),...,Vgn(x*). Again it is sufficient to look at the definite-
ness of the Hessian £ at x*. (¥"” denotes the Hessian w.r.t. x.)

Theorem 8.14
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Lemma 8.15

Definition 8.16

Theorem 8.17

Let f and g be 62. Suppose there exists a A* = (1%,...,1%) and an ad-
missible x* such that V.£(x*,1*) = 0. If there exists an open ball around
x* such that the quadratic form

h'¢"x*;12")h

is negative (positive) definite for all h € span(Vg1(x*),...,Vg,(x*)), then
x* solves the local constraint maximization (minimization) problem.

This condition can be verified by means of a theorem from Linear
Algebra which requires the concept of the bordered Hessian.

Bordered Hessian. The matrix

- 0 g'(x)
Hx;A) =
’ gx) ZL'x;A)
981 981
o ... 0 9y o,
08m 08m
_ 50 a0 F T e
g1 Em
%, tt om ‘gxlxl gxlxn
agl agm
x, 't Ox, fxnxl i?xnxn

is called the bordered Hessian of £(x;1) = f(x) — 1'(g(x) — ¢).
We denote its leading principal minors by

0 0 g;fi(x;/x) agl(x A)
0 0 ag’”(x A "gr"(x A)
Br(X)— agl agm :
LA . GR(xA) :fxlxl(x,m xlxr(x,A)
"gl (x A L. "gm (x A ZLow(KGA) . Lrr (XA)

Sufficient condition for local optimum. Let f and g be €¢!. Sup-
pose there exists a A* = (1j,...,4,,) and an admissible x* such that
VZL*,A*)=0.

(a) If (-1)'B,(x)>0for all r=m +1,...,n, then x* solves the local con-
straint maximization problem.

(b) If (—1)"B,(x)>0forallr=m+1,...,n, then x* solves the local con-
straint minimization problem.

See Lecture 12 in Mathematische Methoden for examples.
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8.4 Kuhn-Tucker Conditions

In this section we consider the optimization problem

max f(x1,...,%,)
subject to  gj(x1,...,x,)<cj, j=1,....m (m<n),

and «x;=0, i=1,...n (non-negativity constraint)
or in vector notation
max [f(x) subjectto gx)=c and x=0.

Again let
m

L) =fx)-A(gx)-e)=f® - Aji(gjx)—c))

Jj=1
denote the Lagrange function of this problem.

Kuhn-Tucker condition. The conditions
0L 0L

ox, <0, x;=20 and xj%—O

0¥ 0%
=0, A;=0 d 1,—=0

o, — 0 =T oand Ay

are called the Kuhn-Tucker conditions of the problem.

Kuhn-Tucker sufficient condition. Suppose that f and g are 6! func-
tions and there exists a A* =(1],...,1},) and an admissible x* such that

(1) The objective function f is concave.
(2) The functions g; are convex for j=1,...,m.

(3) The point x* satisfies the Kuhn-Tucker conditions.

Then x* solves the constraint maximization problem.

See Lecture 13 in Mathematische Methoden for examples.

Definition 8.18

Theorem 8.19
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— Exercises

8.1 Compute all local and global extremal points of the functions

(@) f(x)=(x-3)8
(b) glx)=£tL

X

8.2 Compute the local and global extremal points of the functions

(a) f:[O,oo]—»R,xH;lc+x
(b) f:[0,00] >R, x— /x—x
() g:R—R, x—e 2%+ 2x

8.3 Compute all local extremal points and saddle points of the follow-
ing functions. Are the local extremal points also globally extremal.

(@) flx,y)=-x2+xy+y>

(b) f(x,y) =1In(x)-y?+1

(©) flx,y)=100(y —x2)? + (1 —x)?
(@ flx,y)=8x+4y—e*—e”

8.4 Compute all local extremal points and saddle points of the follow-
ing functions. Are the local extremal points also globally extremal.

3 2
f(x1,x2,x3) = (x] —x1) X2 +x3 .

8.5 We are given the following constraint optimization problem
max(min) f(x,y)=x2y subjectto x+y=S3.

(a) Solve the problem graphically.
(b) Compute all stationary points.
(¢) Use the bordered Hessian to determine whether these sta-

tionary points are (local) maxima or minima.

8.6 Compute all stationary points of the constraint optimization prob-
lem

1
max (min) f(x1,%2,x3) = g(x1 ~3)% + x93
subject to x1+x9 =4 and x1 +x3=5.

Use the bordered Hessian to determine whether these stationary
points are (local) maxima or minima.
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8.7 A household has an income m and can buy two commodities with
prices p1 and ps. We have
P1X1+p2xg=m

where x1 and x9 denote the quantities. Assume that the household
has a utility function

u(x1,%2) = aIn(x1) + (1 - @) In(x)
where a €(0,1).

(a) Solve this constraint optimization problem.

(b) Compute the change of the optimal utility function when the
price of commodity 1 changes.

(c) Compute the change of the optimal utility function when the

income m changes.

8.8 We are given the following constraint optimization problem
max f(x,y)=—(x—2)>—y subjectto x+y<1, x,y=0.

(a) Solve the problem graphically.
(b) Solve the problem by means of the Kuhn-Tucker conditions.

— Problems

8.9 Our definition of a local maximum (Definition 8.6) is quite simple
but has unexpected consequences: There exist non-constant func-
tions where a global minimum is a local maximum. Give an exam-
ple for such a function. How could Definition 8.6 be “repaired”?

8.10 Let f: R" - R and T: R — R be a strictly monotonically increasing
transformation. Show that x* is a maximum of f if and only if x*
is a maximum of the transformed function T'o f.






Integration

We know the boundary of some domain. What is its area?

In this chapter we deal with two topics that seem to be quite distinct: We
want to invert the result of differentiation and we want to compute the
area of a region that is enclosed by curves. These two tasks are linked
by the Fundamental Theorem of Calculus.

9.1 The Antiderivative of a Function

A univariate function F is called an antiderivative of some function f

if F'(x) = f(x).

Motivated by the Fundamental Theorem of Calculus (p. 98) the an-
tiderivative is usually called the indefinite integral (or primitive in-
tegral) of f and denoted by

F(x)= f fx)dx.

Finding antiderivatives is quite a hard issue. In opposition to dif-
ferentiation often no straightforward methods exist. Roughly spoken we
have to do the following:

Make an educated guess and verify by differentiation.

Find the antiderivative of f(x) = In(x).

SOLUTION. Guess: F(x) = x(In(x) — 1).

Verify: F'(x) = (x(In(x)— 1)) =1-(In(x) - 1) + x - % =In(x). &
It is quite obvious that F'(x) = x(In(x) — 1) + 123 is also an antideriva-

tive of In(x) as is F'(x) = x(In(x) — 1) + ¢ for every c € R.

If F(x) is an antiderivative of some function f(x), then F(x)+ c is also
an antiderivative of f(x) for every ¢ € R. The constant c is called the
integration constant.

93

Definition 9.1

Example 9.2

Lemma 9.3
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Table 9.4

Table of antiderivatives
of some elementary
functions.

Table 9.5

Rules for indefinite
integrals.

f(x) ff(x)dx

0 c

x% L yatlye for a # -1
a+1

er e‘+c

1

- In|x|+e¢

x

cos(x) sin(x)+c¢

sin(x) —cos(x)+c

Summation rule: faf(x)+,6g(x)dx = a/f(x)dx+ﬁfg(x)dx
By parts: ff(x)'g'(x)dx = f(x)-g(x)—ff’(x)'g(x)dx

By substitution: ff(g(x)) -g'(x)dx = f f(2)dz
where z = g(x) and dz = g'(x)dx

Fortunately there exist some tools that ease the task of “guessing”
the antiderivative. Table 9.4 lists basic integrals. Observe that we get
these antiderivatives simply by exchanging the columns in our table of
derivatives (Table 4.8).

Table 9.5 lists integration rules that allow to reduce the issue of
finding indefinite integrals of complicated expressions to simpler ones.
Again these rules can be directly derived from the corresponding rules in
Table 4.9 for computing derivatives. There exist many other such rules
which are, however, often only applicable to special functions. Computer
algebra systems like Maxima thus use much larger tables for basic inte-
grals and integration rules for finding indefinite integrals.

DERIVATION OF THE INTEGRATION RULES. The summation rule is just
a consequence of the linearity of the differential operator.

For integration by parts we have to assume that both f and g are
differentiable. Thus we find by means of the product rule

fx)-g(x) = f (f(x)-g@) dx = f (F'(x)8(x) + f () g'(x)) dx
=ff’(X)g(x)dx+ff(x)g’(x)dx

and hence the rule follows.
For integration by substitution let F' denote an antiderivative of f.
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Then we find
ff(z)dz =F(2)

= F(g() = f (F(g(x)))'dxz f F'(g(x) g (x)dx

= f flg)g'(x)dx
that is, if the integrand is of the form f(g(x)) g’(x) we first compute the
indefinite integral [ f(z)dz and then substitute z = g(x). O
Compute the indefinite integral of f(x) =4x3 —x2 +3x —5. Example 9.6

SOLUTION. By the summation rule we find

ff(x)dx:f4x3—x2+3x—5dx

=4fx3dx—fx2dx+3fxdx—5fdx

Compute the indefinite integral of f(x) = xe”. Example 9.7

SOLUTION. Integration by parts yields

ff(x)dxzf x - e dx= x - e* dx—f 1 e dx=x-e*—e"+c.
< =~ = =~ —— =~
f g f g o8

f)=x = fx)=1

g’(x)= PLANEN g(x) =% <>
Compute the indefinite integral of f(x) = 2x e*. Example 9.8
SOLUTION. By substitution we find
ff(x)dxfexp(\xi)'zgc_,dx = feXp(Z)dz —e®+c=e" +c.
gkx)  g'kx)
z=g(x)=x> = dz=g'(x)dx=2xdx $
Compute the indefinite integral of f(x) = x2 cos(x). Example 9.9

SOLUTION. Integration by parts yields

/f(x)dxf x% -cos(x)dx = x? -sin(x)—f 2x -sin(x) dx .
N/ = ==
g' f g f g
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Example 9.10

For the last term we have to apply integration by parts again:

f 2x -sin(x)dx = 2x -(—cos(x))—/ 2 +(—cos(x))dx
T
g' g

=—-2x-cos(x)—2-(—sin(x))+c.

Therefore we have

fx2 cos(x)dx = x? sin(x) — ( — 2x cos(x) + 2 sin(x) + ¢)

¢

= x? sin(x) + 2x cos(x) — 2 sin(x) + ¢ .

Sometimes the application of these integration rules might not be
obvious as the following examples shows.

Compute the indefinite integral of f(x) = In(x).
SOLUTION. We write f(x) = 1-In(x). Integration by parts yields

fln(x)- 1 dx=In(x)- x dx—f 1 - x dx=In(x)-x—x+c
N~ —— =~ x ~
f!
f@)=Inx) = flx)=1

g'x)=1 > gk)=x ¢

We again want to note that there are no simple recipes for finding
indefinite integrals. Even with integration rules like those in Table 9.5
there remains still trial and error. (Of course experience increases the
change of successful guesses significantly.)

There are even two further obstacles: (1) not all functions have an
antiderivative; (2) the indefinite integral may exist but it is not possible
to express it in terms of elementary functions. The density of the normal
distribution, ¢(x) = exp(—x?), is the most prominent example.

9.2 The Riemann Integral

Suppose we are given some nonnegative function f over some interval
[a,b] and we have to compute the area A below the graph of f. If f(x) =
¢ is a constant function, then this task is quite simple: The region in
question is a rectangle and we find by basic geometry (length of base x
height)

A=c-(b-a).

For general functions with “irregular’-shaped graphs we may ap-
proximate the function by a step function (or staircase function), i.e.
a piecewise constant function. The area for the step function can then be
computed for each of the rectangles and added up for the total area.

Thus we select points xg =0 < x1 <...<x, = b and compute f at
intermediate points ¢ € (x;_1,x;), for i = 1,...,n.
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ﬂﬁ)\\\

N
f(&2) \

\

[ [
X0 é1 X1 P X2

Hence we find for the area
n
AmY fE)-(xi—xi-1).
i=1

If f is a monotonically decreasing function and the points xg,x1,...,x,
are selected equidistant, i.e., (x; —x;_1) = %(b —a), then we find for the
approximation error

1
S(fmax_fmin)(b_a); —0 asn—oo.

‘A— Y fED)-(xi —xi-1)

=1

Thus when we increase the number of points n, then this so called Rie-
mann sum converges to area A. For a nonmonotone function the limit
may not exist. If it exists we get the area under the graph.

Riemann integral. Let f be some function defined on [a,b]. Let (Z;) =

({xgk ),x(lk ), xﬁf&)}) be a sequence of point sets such that xf)k) =a< x(lk)

B ( () _ (k))
Xp 1 X1

k — o0o. Let .fgk) € ( Ek)l, (k)) If the Riemann sum

< x(k(}e) =bforall k=1,2,... and max;_1__,p)|(* —0 as

Z f(é(k)) ( (k) _ ik)l)

i=

converges for all such sequences (Z;) then the function f: [a,b] — R is
Riemann integrable. The limit is called the Riemann integral of f
and denoted by

b

This definition requires some remarks.

¢ This limit (if it exists) is uniquely determined.

¢ Not all functions are Riemann integrable, that is, there exist func-
tions where this limit does not exist for some choices of sequence
(Z1). However, bounded “nice” (in particular continuous) functions
are always Riemann integrable.

f(xo0)

flx1)

flx2)

Definition 9.11
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Table 9.12

Properties of definite

integrals.

f max

X

f min

x+h

Let f and g be integrable functions and «, § € R. Then we find

b b b
f (af(x)+,6g(x))dx:af f(x)dx+,8f g(x)dx
b a
[ rwde=-[" rwax
a b
faf(x)dx=0
fcf(x)dxzfbf(x)dx—i-fcf(x)dx
a a b

b b
ff(x)dxsf gx)dx if fx)<gx)foralla<x<bd

* There also exist other concepts of integration. However, for contin-
uous functions these coincide. Thus we will say integrable and
integral for short.

* As we will see in the next section integrals are usually called defi-
nite integrals.

* From the definition of the integral we immediately see that for
regions where function f is negative the integral also is negative.
¢ Similarly, as the definition of Riemann sum contains the term
Ek ) —xgli)1|, the integral
of a positive function becomes negative if the interval (a,b) is tra-

versed from right to left.

(xgk) —xﬁ’i)l) instead of its absolute value ‘x

Table 9.12 lists important properties of the definite integral. These
can be derived from the definition of integrals and the rules for limits
(Theorem 4.3 on p. 30).

9.3 The Fundamental Theorem of Calculus

We have defined the integral as the limit of Riemann sums. However,
we still need a efficient method to compute the integral. On the other
hand we did not establish any condition that ensure the existence of the
antiderivative of a given function. Astonishingly these two apparently
distinct problems are closely connected.

Let f be some continuous function and suppose that the area of f
under the graph in the interval [0,x] is given by A(x). We then get the
area under the curve of f in the interval [x,x + h] for some A by subtrac-
tion, A(x +h)—A(x). As f is continuous it has a maximum fi,,x(h) and a
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minimum fpin(k) on [x,x + A]. Then we find

fain(h)-h < A(x+h)—AX) < frmax(h)-h

Alx+h)-Ax) < fo ()

fmin(h) = A

If A~ — 0 we then find by continuity of f,
}11111(1) fmin(h) = }lllg(l) fmax(h) = f(x)

and hence

A(x+h}z—A(x)JS ).

=X’r(x)

<l
f(x)<bgr%)

Consequently, A(x) is differentiable and we arrive at
Al(x)=f(x)
that is, A(x) is an antiderivative of f.

This observation is formally stated in the two parts of the Funda-
mental Theorem of Calculus which we state without a stringent proof.

First fundamental theorem of calculus. Let f: [a,b] — R be a contin-
uous function that admits an antiderivative F on [a, b], then

b
f fx)dx=F(b)-F(a).

Second fundamental theorem of calculus. Let f: [a¢,b] — R be a
continuous function and F' defined for all x € [a,b] as the integral

F(x) =fx f(t)dt .

Then F is differentiable on (a,b) and
F'(x)=f(x) forall x€(a,b).

An immediate corollary is that every continuous function has an an-
tiderivative, namely the integral function F'.

Notice that the first part states that we simply can use the indefinite
integral to compute the integral of continuous functions, fab f)dx. In
contrast, the second part gives us a sufficient condition for the existence
of the antiderivative of a function.

Theorem 9.13

Theorem 9.14
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Table 9.17 b b b
Rules for definite By parts: fa fx)g'(x)dx = f(x)g(x)‘a —fa f(x) g(x)dx
integrals. b )
By substitution: f flgx)-g'(x)dx = f f(z2)dz
a g(a)

Definition 9.15

Example 9.16

Example 9.18

Example 9.19

where z = g(x) and dz = g'(x)dx

9.4 The Definite Integral

Theorem 9.13 provides a method to compute the integral of a function
without dealing with limits of Riemann sums. This motivates the term
definite integral.

Let f: [a,b] — R be a continuous function and F' an antiderivative of f.
Then

b b
f fx)dx=F(x)| =F(b)-F(a)
is called the definite integral of f.

Compute the definite integral of f(x) = x2 in the interval [0, 1].

1 1
SOLUTION.f x?de=34 =1.13-1.03=_. &
0 0

The rules for indefinite integrals in Table 9.5 can be easily translated
into rules for the definite integral, see Table 9.17

10 1
Compute f -
e X

SOLUTION.

10 1 1 log(10) 1
f -—dx = f —-dz
e log(x) «x 1 z

1
z=loglx) = dz=-dx
X

log(x) .

log(10)
= log(z))1 =log(log(10)) —log(1) = 0.834. <&

2
Compute f f(x)dx where
-2

l1+x for-1<x<0
fx)=41-x for0O<x<l1

0 forx<-landx=1
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SOLUTION.

2 -1 0 1 2
f f(x)dx:f f(x)dx+f f(x)dx+f f(x)dx+f f(x)dx
_9 -2 -1 0 1

-1 0 1 2
=f de+f (1+x)dx+f (1—x)dx+f Odx
-9 -1 0 1
0 1

1 1
(x+ —xz) + (x - —x2)
2 )|, 2

0

9.5 Improper Integrals

b
Suppose we want to compute f e " dx. We then get
0

b A -1Ab
f e” xdx=f ez(—%) dz=—%ez
0 0

So what happens if b tends to oo, i.e., when the domain of integration is
unbounded. Obviously

b 1
lim e Mdx = lim —(l—e_u’) =
b—ooJo b—o0

>

Thus we may use the symbol

foof(x)dx
0

1
for this limit. Similarly we may want to compute the integral [ \/%de.
0

But then 0 does not belong to the domain of f as f(0) is not defined. We
then replace the lower bound 0 by some a > 0, compute the integral and
find the limit for ¢ — 0. We again write

S | 11
f —dx= lim —dx
0 X a—0"Jg \/9_C

where 0% indicates that we are looking at the limit from the right hand
side.

Integrals of functions that are unbounded at a or b or have unbounded
domain (i.e., @ = —oco or b = c0) are called improper integrals . They
are defined as limits of proper integrals. If the limit

b t
f f(x)dx = lim f F@)dx
0 t—bJo

exists we say that the improper integral converges. Otherwise we say
that it diverges.

Example 9.20

Definition 9.21

improper integral
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Example 9.22

Example 9.23

Example 9.24

For practical reasons we demand that this limit exists if and only if

¢
limf |f(x)|dx exists.
t—oo 0

|
Compute the improper integral f —dx.
0 Vx

SOLUTION.

11 . Ct . 1
fo ﬁdx:%g% E zdx_%g%z\/?c)t_m(z—zﬁ)_z. o

> ]
Compute the improper integral f — dx.
1 X

SOLUTION.

o 71 t 1 t
f —dx=lim [ x?dx=lim -
1

1
=lim-—--(-1)=1. &
X t—oo J1 t—oo Xx t—oo t

1

1
Compute the improper integral f —dx.
1 X

SOLUTION.

o 1 t1 t
f ~dx = lim f Zdx = lim 1og(x)) = lim log(#) — log(1) = co.
1 1 X t—o0 1 t—oo

X t—o0

The improper integral diverges. &

9.6 Differentiation under the Integral Sign

We are given some continuous function f with antiderivative F, i.e.,
F'(x) = f(x). If we differentiate the definite integral [ f(¢)dt = F(x)—
F(a) w.r.t. its upper bound we obtain

X
if f(H)dt=F(x)-F(a) =F'(x)=f(x).
dx Jg
That is, the derivative of the definite integral w.r.t. the upper limit of
integration is equal to the integrand evaluated at that point.

We can generalize this result. Suppose that both lower and upper
limit of the definite integral are differentiable functions a(x) and b(x),
respectively. Then we find by the chain rule

b(x)

d
dx Jaw) f(®)dt = (F b)) - F(a(x))) = f(b(x) b'(x) - f(alx) a'(x).

Now suppose that f(x,t) is a continuous function of two variables and
consider the function F'(x) defined by

b
F(x)=f flx,t)dt.
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Its derivative F'(x) can be computed as

Flx) = }Zin%) Fx+h)-F(x)

h
b _
zlimf flx+h,t) f(x’t)dt
h—0Jq h
b —
:f lim fx+h,t) f(x’t)dt
o h—0 h
_fb of x,1) .
). ox '

That is, in order to get the derivative of the integral with respect to
parameter x we differentiate under the integral sign.

Of course the partial derivative f,(x,¢) must be an integrable func-
tion which is satisfied whenever it is continuous by the Fundamental
Theorem.

It is important to note that both the (Riemann-) integral and the
partial derivative are limits. Thus we have to exchange these two limits
in our calculation. Notice, however, that this is a problematic step and
its validation requires tools from advanced calculus.

We now can combine our observations into a single formula.

Leibniz’s formula. Let

b(x)
F(x)= f(x,t)dt

a(x)
where the function f(x,#) and its partial derivative f,(x,¢) are continuous
in both x and ¢ in the region {(x,): xo < x < x1,a(x) <t < b(x)} and the
functions a(x) and b(x) are ¢! functions over [xg,x1]. Then

b(x) 5
F,(x):f(x’b(x))b,(x)—f(x,a(x))a'(x)+f( ) fc;fc’t)dt'

b
PROOF. Let H(x,a,b) = [ f(x,t)d¢. Then F(x) = H(x,a(x),b(x)) and we
find by the chain rule ‘

F'(x)=H,+H,a'(x)+ Hyb'(x).

Since H, = [ fu(x,0)dt, Hy = —f(x,a) and Hj, = f(x,b), the result fol-
lows. O

Compute F'(x), x =0, when F(x) = fxzx tx2dt.

SOLUTION. Let f(x,¢) = tx?, a(x) = x and b(x) = 2x. By Leibniz’s formula
we find

2x
F’(x):(2x)-x2-2—(x)-x2-1+[ oxtdt

X

=4x°% — &° +(4x3 —x3) =6x°.

1 2
:4x3—x3+(2x—t2) *
2 x

In general exchanging limits
can change the result!

Theorem 9.25

Example 9.26
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Example 9.27

Leibniz formula also works for improper integrals provided that the

integral [ :((xx)) fi(x,t)dt converges:
d [ ®©0f(x,t)
a\[a f(x,t)dt—j; Tdt

Let K(¢) denote the capital stock of some firm at time ¢, and let p(¢) be
the price per unit of capital. Let R(¢) denote the rental price per unit of
capital and let r be some constant interest rate. In capital theory, one
principle for the determining of the correct price of the firm’s capital is
given by the equation

pWK(t) = f OOR(T)K(T)e_r(T_t)dT for all ¢.
t

That is, the current cost of capital should equal the discounted present
value of the returns from lending it. Find an expression for R(¢) by dif-
ferentiating the equation w.r.t. ¢.

SOLUTION. By differentiation the left hand side using the product rule
and the right hand side using Leibniz’s formula we arrive at

p'WK(@t)+pt)K'(t)= -R(K(t)+ fooR(T)K(T)re—r(r—t) dr
t

=—-R)K(t)+rp)K(t)
and consequently
(. K'® o
RO =(r- 22 p0)-p'0). o
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— EXxercises

9.1 Compute the following indefinite integrals:

(a) fxln(x)dx (b) fxzsin(x)dx (c) f2x\/x2+6dx

() fex2xdx (e f+dx 5) fx\/x+1dx
3x“+4

2
(@ f3x +4dx M) fln(x)d
x x

9.2 Compute the following definite integrals:

4 2
(a) f 2x? —1dx (b) f 3e*dx

1 0

4, 3 —sin(x)
(c) f 3x“+4xdx (d) f d

0 3
3x+2
) f *
3x2+4x+ 1
9.3 Compute the following improper integrals:

(a)[0 e dx (b) A \/_ (c) A x2+1dx

9.4 The marginal costs for a cost function C(x) are given by 30—0.05x.
Reconstruct C(x) when the fixed costs are €2000.

9.5 Compute the expectation of a so called half-normal distributed
random variate which has domain [0,00) and probability density
function

fx)= \/gexp(—g) )

HINT: The expectation of a random variate X with density f is defined as

[E(X):foo xf(x)dx.
—00

9.6 Compute the expectation of a normal distributed random variate
with probability density function

1 x2
o= mee(-5)

X
9.7 Compute F(x) = f f(®)dt for function
-2

1+x, for-1<x<0,
fX)=41-x, forO<x<1,

0, forx<—-1and x>1.

o0
HINT: [ f(x)dx =
—0o0

0 00
J f@dx+ [ f(x)dx
- 0
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— Problems
9.8 For which value of @ € R do the following improper integrals con-
verge? What are their values?
1 (e 00
(a) fx“dx (b) fx“ dx (c) fx“ dx

0 1 0
HINT: Show that the im- 9.9 Let X be a so called Cauchy distributed random variate with prob-
proper integral [ xf(x)dx ability density function
diverges. * 1

I =i

9.10

9.11

9.12

Show that X does not have an expectation.
Why is the following approach incorrect?
¢

[E(X):tlllg) _tmdﬁc:}g&ozo.

Compute for T'= 0

d g(x)
dx Jo

Which conditions on g(x) and U(x) must be satisfied?

Ux)e @ Ddt.

Let f be the probability density function of some absolutely con-
tinuous distributed random variate X. The moment generating
function of f is defined as

M(t) = E(etX) = foo e f(x)dx.

Show that M'(0) = E(X), i.e., the expectation of X.

The gamma function I'(z) is an extension of the factorial function.
That is, if n is a positive integer, then

I'(n)=(n-1)!
For positive real numbers z it is defined as
o0
[(z) = f t*"te tdt.
0
(a) Use integration by parts and show that
Iz+1)=2T(2).

(b) Compute I''(z) by means of Leibniz’s formula.
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Multiple Integrals

What is the volume of a smooth mountain?

The idea of Riemann integration can be extended to the computation of
volumes under the graph of bivariate and multivariate functions. How-
ever, difficulties arise as the domain of such functions are not simple
intervals in general but can be irregular shaped regions.

10.1 The Riemann Integral

Let us start with the simple case where the domain of some bivariate
function is the Cartesian product of two closed intervals, i.e., a rectangle

R=[a,b]x[c,d]={(x,y)€R2: a<x<b,c<sy=<d}.
Analogously to Section 9.2 we partition R into rectangular subregions
R;j=Ix;—1,x:1x[y;-1,5;] forl<i<nandl<j <k

wherea=xg<x1<...<xp=bandc=yy<yi1 <...<y;=d.
For f: R c R?2 — R we compute f(&;,{;) for points (&;,{;) € R;j and
approximate the volume V under the graph of f by the Riemann sum

n k
Va) Y FE) @ —xi-) - yj-1),
i=1j=1

Observe that (x; —x;-1)(y; —yj—1) simply is the area of rectangle R;;.
Each term in this sum is just the volume of the bar [x;_1,x;1x [y;_1,y;1x
[0, (&, ¢ I

Now suppose that we refine this partition such that the diameter of
the largest rectangle tends to 0. If the Riemann sum converges for every
such sequence of partitions for arbitrarily chosen points ({;,(;) then this
limit is called the double integral of f over R and denoted by

n k

ffRf(x,y)dxdy= im YY) i —xi0) (v~ yj1).
1

dlam(R”)ﬁO izlj:

107
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Table 10.1

Properties of double
integrals.

Let f and g be integrable functions over some domain D. Let D1,D»
be a partition of D, i.e., DiuDgs =D and D1nDgy = @. Then we find

ffD (af (x,y) + Palx,y) dxdy

=a[f f(x,y)dxdy+ﬂff glx,y)dxdy
D D
ff f(x,y)dxzf[ f(x,y)dxdy+ff f(x,y)dxdy
D D Dy
ff f(x,y)dxdysff glx,y)dxdy
D D

if f(x,y) < g(x,y) for all (x,y)e D

It must be noted here that for the definition of the Riemann integral
the partition of R need not consist of rectangles. Thus the same idea also
works for non-rectangular domains D which may have a quite irregular
shape. However, the process of convergence requires more technical de-
tails than for the case of univariate functions. For example, the partition
has to consist of subdomains D; of D for which we can determine their
areas. Then we have

|| feepdzdy= tim Y fErAD)

diam(D;)—0 i1

where A(D;) denotes the area of subdomain D;. Of course this only
works if this limit exists and if it is independent from the particular
partition D; and the choice of the points (¢;,{;) € D;.

By this definition we immediately get properties that are similar to
those of definite integrals, see Table 10.1.

10.2 Double Integrals over Rectangles

As far we only have a concept for the volume below the graph of a bivari-
ate function. However, we also need a convenient method to compute it.
So let us again assume that f is a continuous positive function defined
on a rectangular domain R =[a,b] x [c,d]. We then write

b pd
f[R FGe,y)dxdy = f f Fe,y)dyds

in analogy to univariate definite integrals.
Let ¢ be an arbitrary point in [a,b]. Then let V(¢) denote the volume

t pd
V(t)zf f fey)dyds.
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We also obtain a univariate function g(y) = f (¢, y) defined on the interval
[e,d]. Thus

d d
Al) = f gy dy = f £ty dy

is the area of the (2-dimensional) set {(¢,y,2): 0 <z < f(t,y), ¥ € [c,d]}. [
Hence we find

Vit+h)-V(@t)=A@)-h

and consequently

V(it+h)-V(¢
V'(t) = lim Yi+r)-V@®) =A(2) A(t+h)
h—0 h
that is, V(¢) is an antiderivative of A(¢). Here we have used (but did not
formally proof) that A(¢) is also a continuous function of ¢. boten
By this observation we only need to compute the definite integral

/. Cd f(t,y)dy for every ¢t and obtain some function A(¢). Then we compute

the definite integral fab A(x)dx. In other words: For that reason
b d Nr fx,y)dxdy is called
double i l.
ffRf(x,y)dxdy:f (f f(JC,y)dy)dx. ouble integra
a C

This result has the following interpretation in probability theory: As-
sume that f is a joint density of a bivariate distribution. For fixed x we
get a multiple of the density f(y|X = x) for the univariate conditional
distribution of Y which is illustrated by the red slice of the graph (blue)
of f below. Its integral fx(x)= [ Cd f(x,y)dy is then the marginal density
at x and shown as green graplzl.

d
Fx () = f f,y)dy

Obviously our arguments remain valid if we exchange the réles of x
and y. Thus

[fR Flx,y)dxdy = fcd (fb f(x,y)dx) dy.

We summarize our results in the following theorem which we state
without a formal proof.
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Theorem 10.2 Fubini’s theorem. Let f: R = [a,b] x [c,d] c R2 — R be a continuous
function. Then

ffRf(x,y)dxdy=fab (fcdf(x,y)dy)dx:fcd (fabf(x,y)dx)dy,

By this theorem we have the following recipe to compute the double
integral of a continuous function f(x,y) defined on the rectangle [a,b] x
[c,d].

(1) Keep y fixed and compute the inner integral w.r.t. x from x = a to
x =b. This gives fab f(x,y)dx, a function of y.

(2) Now integrate f: f(x,y)dx wrt. y from y = ¢ to y = d to obtain
fcd (ff f(x,y)dx) dy.

Of course we can reverse the order of integration, that is, we first com-
pute fcd f(x,y)dy and obtain a function of x which is then integrated

w.r.t. x and obtain ff ( fcd f(x,y)d y) dx. By Fubini’s theorem the results
of these two procedures coincide.
1,1
Example 10.3 Compute] f (1-x—y2+xy®)dxdy.
-1Jo

SOLUTION. We have to integrate two times.

1 p1 1 1 1 1
f f(l—x—y2+xy2)dxdy=f (x——x2—xy2+—x2y2 )dy
-1Jo -1 2 2 0
111, 1 15 11 1 1) 2
= _—— d = —4y — — 3 :————(——+—):—_
f_l(z 2y) YT 8" | 7276 | 276) 73

We can also perform the integration in the reverse order.

1 p1 1 1 1
ff(l—x—y2+xy2)dydx=f (y—xy——y3+—xy3 )dx
0 J-1 0 3 3 -1
fl(l 1+1 1+ +1 1 ))d
= —x——+-—x—|-1l+x+=-—=
o 77373 3 37))%"
114 4 4 4, 2
:f (———x)dx:—x——x2 =—,
o \3 3 3 6 |p 3
We obtain the same result by both procedures. &

We can extend our results for multivariate functions. Let
Q=[a1,b1]1x---x[a,,b,]l= {(xl,...,xn)(—:[R”: a;<x;<b;,i= 1,...,n}
be the Cartesian product of closed intervals [a1,b1],...,[an,b,]. We call

n-dimensional Q an n-dimensional rectangle .
rectangle
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If f: Q — R is a continuous function, then the multiple integral of
f over Q is defined as

[ff f(x1,...,xp)dx1...dx,
Q
b1 bs b,
=f (f ( f(xl,...,xn)dxn)...dxg)dxl.

It is important to note that the inner integrals are evaluated at first.

10.3 Double Integrals over General Domains
Consider now a domain D < R? defined as
D={x,y):a<x<b, clx)<y<dx)}

for two functions c(x) and d(x). Let f(x,y) be a continuous function de-
fined over D. As in the case of rectangular domains we can keep x fixed
and compute the area
d(x)
A(x) = fx,y)dy.

c(x)

We then can argue in the same way that the volume is given by

b b rdx)
/f f(x,y)dydx:f A(x)dx:f ( f(x,y)dy)dx.
D a a \Je(x)

Let D ={(x,y): 0<x<2,0<y<4-—x% and let f(x,y) = 2%y be defined on
D. Compute [[,, f(x,y)dydx.

SOLUTION.

2 r4-x? 2( pa—x?
ff f(x,y)dydx:f f x2ydydx:f (f xzydy) dx
D 0 Jo o \Jo

4—x2 2 1
) dx =f (—x2(4—x2)2) dx
0 0o \2

2
= [ 3 (x® - 8x* + 164%) dx
0

2 512
o 105

1, 8 5 16 4

14 10" T8” ¢

|
|
K
|
|
K

It might be convenient if we partition the domain of integration D
into two disjoint regions A and B, thatis, AUB =D and AnB=¢. We
then find

f f(x,y)dxdy:[f f(x,y)dxdy+ff f(x,y)dxdy
AuUB A B

y=d(x)

Example 10.4

y

N -} -
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Theorem 10.5

provided that all integrals exist. The formula extend the corresponding
rule for univariate integrals in Table 9.12 on page 98. We can extend
this formula to overlapping subsets A and B. We then find

f £,y dady =
AUB

=f/Af(x,y)dxdy+ffo(x,y)dxdy—fAan(X,y)dxdy-

10.4 A “Double Indefinite” Integral

The Fundamental Theorem of Calculus tells us that we can compute a
definite integral by the difference of the indefinite integral evaluated at
the boundary of the domain of integration. In some sense an equivalent
formula exists for double integrals.

Let f(x,y) be an continuous function defined on the rectangle [a,b] x
[c,d]. Suppose that F(x,y) has the property that

’F

ﬂ = f(x,y) forall (x,y)€la,b]lx[c,d].
0x0y

Then

b pd
fff(x,y)dydx:F(b,d)—F(a,d)—F(b,c)+F(a,c).

10.5 Change of Variables

Integration by substitution (see Table 9.17 on page 100) can also be seen
as a change of variables. Let x = g(z) where g is a differentiable one-to-
one function. Set z; = g 1(a) and z9 = g7 1(b). Then

b 29
f F)dz = f Flg2) g 2)dz .

That is, instead of expressing f as a function of variable x we introduce
a new variable z and a transformation g such that x = g(z). We then
integrate f o g with respect to z. However, we have to take into account
that by this change of variable the domain of integration is deformed.
Thus we need the correction factor g'(z).

The same idea of changing variables also works for multivariate func-
tions.

Change of variables in double integrals. Let f(x,y) be a function
defined on an open bounded domain D c R?. Suppose that

x=g(u,v), y=h(u,v)

defines a one-to-one ¢! transformation from an open bounded set D’
onto D such that the Jacobian determinant gii g; is bounded and either

strictly positive or strictly negative on D’. Then

) a(g,h)‘
[} renazay= [ rewo.huen|5ED duav.
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This theorem still holds if the set where gﬁi ’Z; is not bounded or vanishes
is a null set, i.e., a set of area 0.

We only give a rough sketch of the proof for this formula. Let g denote
our transformation (u,v) — (g(u,v),h(u,v)). Recall that

ffD feydedy=  lim Y @00 AD)

diam(D;)—0,7

where the subsets D; are chosen as the images g(D;) of some paraxial
rectangle D', with vertices

(u;,v;), (u;+Au,v;), (u;v;+Av), and (u;+Au,v;+Av)

and (¢;,{;) = g(u;,v;) € D;. Hence
f fD fl,ydady~ Y fE()AD) =Y. F(glui,v)AED)).
i=1 i=1

If g(Dg) were a parallelogram, then we could compute its area by means
of the absolute value of the determinant

g +Au,v;))-gu;,v;) gu;,v;+Av)-gu;,v;)
h(ui+Au,v;) —h(ui,vi)  hlui,v; + Av)—h(ui,vi)|

If g(D; ) is not a parallelogram but Au is small, then we may use
this determinant as an approximation for the area A(g(D;)). For small
values of Au we also have

og(ui,v;)
glu; +Au,v;)—gu;,v;) = uAu

ou
and thus we find
0g(u;,v;)  0g(u;,v;)
AgD))=~| o % Audv = |det(g (ui,v,))| Aulv
t 0h(u;,v;) 0h(u;,v;) 1l *
ou ov

Notice that AuAv = A(D;) and that we have used the symbol ggi{f; to
denote the Jacobian determinant. Therefore

f fD Fle,ydady = Y flglui,v)) |det(g (us,v;)| AD))
i=1

ag.h
z[fD’f(g(u,v),h(u,v)) (g,h)

—— | dudv.

o(u,v) ‘

When diam(D;) — 0 the approximation errors also converge to 0 and
we get the claimed identity. For a stringent proof of Theorem 10.5 the
interested reader is referred to literature on advanced calculus.

Let D ={(x,y): —1<x<1, |x| <y<1}and f(x,y) = 22 + y2 be defined on
D. Compute [[;, f(x,y)dxdy.

U (uj+Au,v; +Av)

;

Example 10.6
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y SOLUTION. We directly can compute this integral as

1 p1
ff f(x,y)dydx=/ f x2+y2dydx
D —-1J]|x|
1 0 1 0 pl 1 p1
- =f f x2+y2dydx+f / 2+ dydx
-1J—x 0 Jx
0 1 1
=f (x2y+1y3) dx+f x2y+1y3)
1 3 y=—x 0

3
0 1 1 1 1 1
=f x2+—+x3+—x3dx+f x4 =% - Zaldx
0

1
dx

y=x

1 3 3 3 3
1, 1 1 1,1 101
= (—x3+—x+—x4) + (—x3+—x——x4)
3 3 3 1 \3 3 3 0
1 11 1 1 1 2
i T
3 3 3 3 3 3 3
We also can first change variables. Let
v
1 -1\ (u
swo=(; (i)
u and D' ={(u,v):0<u<1,0=<v<1-u}. Then g(D')=D and
0 1 1 1
/ _ il
|g(u,v)|—’1 1 '—2
which is constant and thus bounded and strictly positive. Thus we find
|| reemayas= || reonigeoidodu
1 pl-u
:f f ((u—v)2+(u+v)2)2dvdu
0 Jo
1 pl-u
=4f f (u2+v2)dvdu
0 Jo
1 1 1-u
=4f (u20+—v3) du
0 3 v=0
1i 4 1
=4f (——u3+2u2—u+— du
o\ 3 3
1, 2 1 1\
=4 (——u4 +oud - U’y —u)
3 3 2 3 Jlo
( 1 2 1 1) 2
=4|——+—-——=+—=|==
3 3 2 3) 3
which gives (of course) the same result. &
Theorem 10.7 Change of variables in multiple integrals. Let f(x) be a function de-

fined on an open bounded domain D c R”. Suppose that x = g(z) defines
a one-to-one 6! transformation from an open bounded set D’ c R* onto
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D such that the Jacobian determinant 6(g1+::’f:))

strictly positive or strictly negative on D’. Then

a(gla 7gn)
ff fx)dx = f[ Fel ))'a( e |

We also may state this rule analogously to the rule for integration by
substitution (Table 9.17)

is bounded and either

|] rovax= || regp|detig @) da.
D D’

Polar coordinates are very convenient when we have to deal with
circular functions. Thus we represent a point by its distant r from the
origin and the angle enclosed by the corresponding vector and the posi-
tive x-axis. The corresponding transformation is given by

x) _ [rcos(0)

(y) =g(r,0)= (rsin(@))
where (r,0) € [0,00) x [0,27). It is a €' function and its Jacobian deter-
minant is given by

cos(@) —rsin(@)

/ _
E01=1 000 reos®)

= r(cos?(9) +sin%(0)) =

which is bounded on every bounded domain and it is strictly positive
except for the null set {(0,0): 0 <0 < 2n}.

Let f(x,y) = 1—x2— y2 be a function defined on D = {(x,y): 22 + y? < 1}.
Compute [}, f(x,y)dxdy.

SOLUTION. A direct computation of this integral is cumbersome:

2 9 1y 2 2
A-x“—-y9)dxd :f f 1-x*-y9)dydx.
/fD Y Y 0 J-vi=s? vy

Thus we change to polar coordinates. Then D' ={(r,0): 0<r<1,0<0<
27} and we find

1 p2n 1
f (1—x2—y2)dxdy:f (1—r2)rd9dr:2nf (r-r3)dr
D 0 JO 0

10.6 Improper Multiple Integrals

In Section 9.5 we have extended the concept of integral to unbounded
functions or functions with unbounded domains. Using Fubini’s theorem
the definition of such improper integrals is straight forward by means of
limits.

(x,5)

Example 10.8
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Example 10.9

o0 o0 2 9
Computef0 [0 e ¥ 7V dxdy.

SOLUTION. We switch to polar coordinates. f(x,y) = e~ is defined
onD={(x,y): x=0,y=0}. Then D' ={(r,0): r=0,0 <0 < n/2} and we

find
0o oo oo rn/2 o)
f f e_xz_yzdxdyzf f e_rzrdedrzzf e rdr
o Jo o Jo 2 Jo
t

t

. T _p2 . T2
=lim—| e rrdr=hm(——e r)
t—oo 2 Jo t—oo\ 4 0
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— Exercises
10.1 Evaluate the following double integrals
2 rl a prb
(@) f f @x+3y+4)dxdy () f f (x—a)y—b)dydx
o Jo o Jo
1 p2 12 p2n
(c) ff(x—y)(x+y)dydx (d)f f y3sin(xy?)dxdy
o Jo o Jo
10.2 Compute
f / e_xz_dexdy.
— Problems
10.3 Prove the formula from Section 10.4:
b pd
fff(x,y)dydx=F(b,d)—F(a,d)—F(b,c)+F(a,c).
where HINT: ff(x,y)dy=%
0°F
TFCY) _ ey forall (x,y) € [a,b] x [, dl.
0x0y

10.4 Let ®(x) denote the cumulative distribution function of the (uni-
variate) standard normal distribution. Let

flx,y)= ? exp(—2x2 - 3y2)

be the probability density function of a bivariate normal distribu-
tion.

(a) Show that f(x,y) is indeed a probability density function.

(b) Compute the cumulative distribution function and express
the results by means of ®.

HINT: F(x,y)= [* [* ‘/TEexp(—2s2—3t2)dtds: A 4 \@exp(—232)~

“o0 -0 /7
rt

\‘/@exp(—3t2)dtds.

10.5 Compute

ffRz exp(—q(x,y))dxdy

where

q(x,y) = 2% — 2xy + 252

2 -1
HINT: Observe, that ¢ is a quadratic form with matrix A = (_1 9 ) So change

the variables with respect to eigenvectors of A.

HINT: Show that
M2 Fx,y)dxdy = 1.
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Differential Equations

We know where we are now and how our system is changing.
Where will we be tomorrow?

11.1 First-Order Ordinary Differential Equations

An ordinary differential equation (ODE) is an equation where the
unknown is a function in one variable and which contains derivatives of
this function. It is called of n-th order if it contains a derivative of order
n but not higher.

Three typical examples of first-order differential equations are

y=ay, y+ay=b, y+ay=by>.

With suitable chosen constants @ and b, these describe exponential (or
natural) growth, growth towards a limit and logistic growth. Notice that
in this notation the independent variable is omitted. Thus we also can
write

Y =ay®), y@®+ayt)=b, yt)+ayit)= by2(t) .

to stress that y is the dependent variable (i.e., the unknown function)
and ¢ is the independent variable. O

y"(#) +2y(¢) = t2 is a (linear) second-order differential equation. o
Differential equation. A first-order differential equation is written as
¥ =F(t,y)

where F is a given function of two variables and y = y(¢) is the unknown
function. The solution of this equation in an interval I is any differen-
tiable function y(¢) defined on I that satisfies this equation for all # € 1.
The graph of the solution is called solution curve or integral curve.

119

Ordinary means that we
have “ordinary” derivatives
of a function in one vari-
able in opposition to partial
derivatives of functions in
two or more variables.

Example 11.1

In economics one often de-
scribes variables as a func-
tion of time ¢. Of course our
results also hold when the
independent variable is de-
noted by x, u, or whatever.

Example 11.2

Definition 11.3
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Example 11.4
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Example 11.5

The solution curve of the differential equation y'(t) = y(¢) is y(t) = €.
This can easily be verified by differentiating. As for indefinite integrals
there exists a family of integral curves: y(t) = C e’ is also a solution curve
for every C e R. O

A solution curve y(¢) has thus the property that the slope y'(¢) of the
tangent at the point (z, y(¢)) is just F(¢, y(¢)). We can therefore represent
equation y’ = F(¢, y) by drawing small straight-line segments in the (¢, y)-
plane. This gives a so called direction field (or slope field). The task
of finding a solution curve is thus equivalent to finding a path in the
(¢, y)-plane with these line segments as tangents.

Notice that we obtain a set of integral curves which is called the
general solution of the given ordinary differential equation. However,
if we also add an initial value, y(¢¢) = y9, we only find one solution
called the particular solution of the so called initial value problem,

{y’ =F(t,y),
y(to) = yo.

In economic models it is usually not possible to find an explicit solu-
tion of the differential equations. This is in particular the case when F
is not given explicitly but only some of its properties. Nevertheless, we
may still try to answer the following questions:

1. Is there a solution curve for the given equation?
2. Is the solution curve uniquely defined?
3. What can we say about the properties of the solution curve?

(Quality theory)

Despite this fact we first want to discuss a method for finding ex-
plicit solutions. It is applied to some important families of differential
equations where we derive closed-form solutions.

There also exist methods to solve differential equations numerically
and thus can help us to gain some insight in our models.

11.2 A Simple Economic Model

Domar growth model. Let K(¢) denote the capital stock at time ¢.
Then

dK

bl

dt
where I(¢) is the rate of investment flow. In the Domar growth model
any change in I will produce a dual effect:

1. An increase in I(¢) raises the rate of income flow Y (¢):

dY 1 dI
.22 D1
dt s dt (D1)
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for some constant s (which stands for the marginal propensity to
save).

2. A change in I(¢) also changes the capacity (or potential output flow)
x(t). We assume a constant capacity-capital ratio, i.e.,

x(t) _
I% =p (=aconstant). (D2)

In equilibrium capacity x(¢) and income flow Y (¢) coincide, i.e.,
Y =«x. (DE)

Now let us assume that our model is in equilibrium at time ¢ = 0.
Which flow of investment causes our model to remain in equilibrium for
all times ¢ > 0?

SOLUTION. If equation (DE) holds for every ¢, then this also holds for
the respective derivatives:

dy _dx
dt dt

and similarly (D2) implies
dx _ dK_
at Car "¢

Substituting this into (D1) gives
dl 1 _dY dx _
dt's dt _dt ©

or

I'(t)=psI(t) (%)

that is, a first-order differential equation. Rewriting this equation gives

1dl

Tar ©°

which must be satisfied for all times ¢ > 0. Thus

1dI
TEdt—fQSdt.

For the Lh.s. of this equation we find by substituting I = I(¢) and using
dI =44t

1dI 1
fadtzf7d121n1+01=1n1(t)+61.

For the r.h.s. we obtain

fgsdtzpst+cz.
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Therefore we find
InI(t)=pst+(ca—c1)=pst+c
where we set ¢ = co — ¢1. Consequently,
I(t) — egst -ec — Cegst
where we set C = e€. Hence the general solution of differential equation
(*) is given by
It)=Ce®, C>0.
We can easily verify our solution:
dl
— =ps-Ce®" = ps-1(2).
at ° os 10
Notice that we have obtained an infinite set of solutions as C can be
chosen arbitrarily. However, in our model we also have given an initial
value for I at time ¢ =0, 1(0) = Iy. Thus we need the particular solution
of the initial value problem
Gi=ps1,
1(0) = Iy.
k By substituting the initial value we arrive at
Io=10)=Cef*=C
Io and hence

I(t) = Ige?t.

11.3 Separable Equations

The method for finding the solution of the Domar model can be general-
ized. Suppose that the differential equation can be represented by

Y@ =Ff@®)-g(y).

When g(y) # 0 this can be rewritten as

dy) =f@)dt.

dy = . —
G =08y =

Integration on both sides yields

fidy:ff(t)dﬂc.
g(y)

Evaluating the two integrals gives a solution for the differential equation
(possibly in implicit form).
If g(a) = 0, then there also is the constant solution y(¢) = a.
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Solve the differential equation y' + ¢ y2 = 0.

SOLUTION. Separating the variables gives

dy 2 dy
dt oz y2

Integration yields
d 1 1 1 1
[S=[rarsge = S=Siege
y2 2 y 2 2

and thus the general solution is

t)=
@) t2+c

Solve the initial value problem y’ +¢y% =0, y(0)=1.

SOLUTION. By Example 11.6 above the general solution of this ODE is
y(t) = 52— Hence we find

t2+c”

1=9(0)= c=2

0Z2+¢

and thus the particular solution of the initial value problem is

2
y(t)—m. &

In the above example it is possible to express y as an explicit function
of t. Which conditions guarantee that this is always possible?
Let G(y) = [ =A-dy and F(¢) = [ f(t)dt. Then G'(y) = and F'(¢t) =

g(y)
f(#) and the solution of ¥'(¢) = f()g(y) is given by

_1
g(y)

Gy)=F(@)+c.

Now if g(y) # 0 and continuous for all y, then g(y) cannot change sign
and G(y) is either strictly monotonically increasing or decreasing. In
either case G is invertible and thus there is a solution

y=G Y F@®)+c).

11.4 First-Order Linear Differential Equations

A first-order linear differential equation is one that can be written
as

y'(@) +a(t) y(t) = s(t)

where a(t) and s(¢) denote continuous functions.

Example 11.6

Recall that c is just any real
number and can equally well
be written as %c.

Example 11.7

Definition 11.8
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When s(x) = 0 the equation is called a homogeneous linear differ-
ential equation:
Y ) +a@)yt)=0. (11.1)
It then can be easily solved by separation of variables. We find for the
general solution
y(t)=Ce™® where A(t)= f a(t)dt.
Example 11.9 Solve the differential equation y' —3y = 0.

Example 11.10

Lemma 11.11

SOLUTION. By separation of variables we obtain

d 1
_y:3y = —dy=3dt = Iny=3t+c
dt y
Thus the general solution is given by
y(t)=Ce™. o

Solve the differential equation y’ +3¢2y = 0.

SOLUTION. By separation of variables we obtain

d 1
Y 312y = Zdy=-32dt = Iny=-t3+c
dt y
Thus the general solution is given by
y)=Ce™". ¢

Inhomogeneous linear differential equations have a non-zero
right-hand side

Y () +alt)y(t) =s(t). (11.2)

The following simple observation shows us how we can obtain general
solutions of inhomogeneous equations.

If y; and y2 are two solutions of the inhomogeneous linear equation
(11.2), then y1 — y9 is a solution of homogeneous equation (11.1).

PROOF. As y; and y9 are two solutions of (11.2) we find for y = y1 — y9
¥ () +a®) y(8) = (y1(8) — y2()) + a®) (y1(2) — y2(2))
= [y1(®) +a@®) y1(O)] - [y5®) + a(t) y2(8)]
=s(t)—s()=0
i.e., ¥ is a solution of the homogeneous equation (11.1) as claimed. O
An immediate corollary of this lemma is that the general solution y
of the inhomogeneous equation (11.2) can be written as
Y=Yntd¥p

where y;, is the general solution of the corresponding homogeneous equa-
tion (11.1) and y, is a particular solution of (11.2). Thus we need a
method to get one particular solution.
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Linear Equations with Constant Coefficients

If both a(¢) and s(¢) are constants we set

s
t)=—.
Yp(t) "
Then y,,(¢) = 0 and the inhomogeneous equation y,(¢) +a y,(t) = s is sat-
isfied for all ¢.
Solve the differential equation y’' —3y = 6. Example 11.12

SOLUTION. The general solution of the homogeneous equation y'—3y =0
is given by (see Example 11.9)

yu(t)=Ce® .

For y, we use a constant solution, that is,

s 6
H=—=—=-9
) a -3
and thus the general solution of the inhomogeneous equation is given by
y(t):yh(t)+yp(t):Ce3t—2. O

Variation of the Constant

When the coefficient a(¢) or s(¢) is not constant, then variation of con-
stants provides a general method for solving inhomogeneous linear dif-
ferential equations.
Let yu(¢) = C e 4® be the general solution of the corresponding ho-  A(t)= f a(t)dt
mogeneous equation, y'(¢) +a(t)y(¢) = 0. Then it is possible to replace
constant C by some function C(¢) such that

yp(t) — C(t)e—A(t)

becomes a particular solution for the inhomogeneous equation. Its deriva-
tive is then

yo(t) = (C'(t) - a@) C(1)) =4

where we use the fact that A'(¢) = a(¢). Inserting this into the differential
equation y,(¢) +a(?) y,(t) = s(¢) yields

(C'@) - a@)C(®) e AP + a(t) C(1) e AP = s(2)
C'(t)e 4D =5(2)
C'(t) = s(t)e?? .

Hence
C(t) = f st)eA®dt
and we find for the particular solution

yp(t):e—A(t)fs(t)eA(t)dt.
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Example 11.13

Write integration constant
as In(c).

Example 11.14

Solve the inhomogeneous differential equation y’ + % =12 +4.

SOLUTION. The general solution y; of the corresponding homogeneous
equation y' + % =0 can be found by separating variables:

dy 'y _ dy dt _ _ c
220 e lnyh——ln(t)+1n(c)—1n(z)
and hence
c
t)=—.
Yr(2) "

For the particular solution y, we use the method of variation of the con-
stant:

_C® , _Cl®)t-C)
WETT T T T
and thus
! — li
C(t)tz 0,50 2y CO_piy o C'(t)=13+4t.
t t-t ¢
Integration yields
1 c@ 1
C(t):zt4+2t2 and yp(t)=¥=zt3+2t.

Consequently the general solution of the inhomogeneous differential equa-
tion is given by

/3
y(t)=yh(t)+yp(t)=§+z+2t. o

We can easily verify our solution:

c £
! c 3. itgt2t
o= |5+t + 2|+ ————
Y ( t2 4

3 1
LA~ I WL AL I IS
t2 4 2 4
Dynamics of Market Price. Suppose that for a particular commodity,
the demand and supply functions are as follows:

qd(t)=a—-PBp(t) (a,>0)
qs(t) =-y+6pt)  (y,6>0)

The rate of price change p’(¢) at any moment is proportional to the excess
demand (g4 — qs):

dp . _ )
ar =jlqa®)—qs@®) (>0)

where j represents the adjustment coefficient.
Which time path p(¢) describes the price when p(0) = po?
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SOLUTION. Obviously, the price does not change if and only if q4(¢) =
qs(?), i.e., if we have equilibrium. A straight-forward computation gives
the equilibrium price

«_aty
p ~ B+6

If our model is not in equilibrium we find

d
d—’t’ = j(qa—qs) = j(a—Pp - (~y +8p)) = ja+7)— j(B+)p

and thus

d
d—’t’ +j(B+O)pE) = jla+)

i.e., p is described by an inhomogeneous linear differential equation with
constant coefficients.
General solution pj, of the homogeneous equation p’ + j(+6)p = 0:

d
P _ _jp+8)dt = Inpp=—jB+8)t+ec
P

and thus
pa(t)=Ce Bt
Particular solution p, of the inhomogeneous equation:

jig:g; - ;Ig =p* (= constant).

pp(t) =

Therefore

p()

p(&) = pp()+pp(t)=Ce I Pty p*
We get the solution for the initial value p(0) = pg by

po=p0)=Ce’+p* and thus C=po—-p~*.

Consequently

p(t)=p* +(po—p*)e /P01 o

Point p* in Example 11.14 is a called equilibrium state or stationary
state. We also can see that every solution curve (with initial value p(0) >
0) approaches this point as time ¢ tends to co. Hence p* is called globally
asymptotically stable.
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Definition 11.15

()

L

CekLt

11.5 Logistic Differential Equation
A Logistic differential equation has the form
() - ky@)(L—y(t)=0 where £ >0and 0 < y(¢) < L.

Before computing an explicit solution of this equation let us first
try some heuristics. For “small” values of y the equation looks like
y'(t)— kL y(t) = 0 and the solution is similar to that of a homogeneous
linear equation, y(z) = C e*Lt. For values of y close to L we find y'(¢) +
ELy(t) =~ kL? and the solution is similar to that of an inhomogeneous
linear equation, y(¢) =~ e *Lt (—C + LeFLt) = L — Ce7*Lt,

We can solve this equation by separating variables:

d
Y ky@-y = Y

=kdt
dt y(L—-y)

The 1.h.s. of this equation can be integrated by substitution:
L- L-y L

z = ———1 = dZ:——dy
y y
= -— =—— dz
fy(Ly) LfLy(y)y f
1
=—Eln|z|+c——zln Ty +c
]_ —
:——ln(L—y)+c.
L y
Integration of the r.h.s. gives
fkdt:kt+c
and thus
1 L-
—zln(Ty):kt-l‘C.

It remains to express y as an explicit function of #:
1. (L- L-
-7In ( y) ktte o ——L=elhitLe_cg Lkt
y Yy
= L:y(1+Ce_th)

and consequently

O e —
y@) 1+Ce Lkt

Notice that all solutions of the logistic differential equations (with 0 <
y(t) < L) have an inflection point when y = % This can be easily seen as

the r.h.s. of ‘é—i’ =ky(L —y) has a maximum at y = 15
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There is a serious outbreak of a flu epidemic in a town with 8100 inhab-
itants. When the disease was first diagnosed, 100 people were infected.
20 days later there are already 1000 infected people. It is expected that
eventually all inhabitants will get this flu. How could we describe the
spread of the epidemic?

SOLUTION. Let q(¢) denote the number of people that got the flu up to
time ¢. As flu is passed by personal contacts and since there are at most
L = 8100 concerned people we assume a logistic growth model. It has
general solution

8100

90 = 1= 8100k

where parameter 2 and constant C remain to be determined. By means
of our initial values we find

q(0) =100 = ——==100 = (C=80

q(20)=1000 = 1+ 800 810020% =1000 = £ =0.00001495
+ e ’

Hence the spread of the epidemic can be described by the function

8100

9= 1 g0e-omn -

11.6 Phase Diagrams and Stability
Many differential equations in economics can be expressed in the form
y' =F(y)

i.e., the r.h.s. does not explicitly depend on the independent variable ¢.
Such an equation is called an autonomous differential equation.

To examine the properties of solutions of such equations, it is useful
to study the so called phase diagram. This is obtained by plotting y’
against y, i.e., by drawing the graph of F(y).

Linear differential equations with constant coefficients
¥ =ay+s=F(y)
are the simplest case of autonomous differential equations.

Now assume that y* is a root of F', i.e., F(y*) = 0. If y(¢) = y* for some
to, then y'(¢9) = 0 and the integral curve y(¢) = y* for all ¢ = #o. Thus y*
is called a stationary state (equilibrium state, fixed point) of the
differential equation.

If we are, however, in some state y(¢g) = yo that is not a stationary
state, then we have two possibilities:

Example 11.16

Definition 11.17

Example 11.18
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y* is even a globally asymp-
totically stable equilibrium.

Definition 11.19

1. If y'(¢¢) = F(¢g) > 0, then y(t) is strictly monotonically increasing in
a sufficiently small interval (¢¢ — €, g + €).

2. If y'(tg) = F(tg) < 0, then y(¢) is strictly monotonically decreasing
in a sufficiently small interval (¢¢ — €, + €).

What happens when we start very close to some stationary point y*?
When we look at Example 11.18 again, then the sign of @ and thus of the
derivative F' influences the stability of the solution curve.

In the figure on the 1L.h.s. below the solution curve always moves to-
wards y*. Thus y* is called a locally asymptotically stable equilibrium
state.

In the figure on the r.h.s. below the solution curve always moves away
from y*. Thus y* is called an unstable equilibrium state.

/ !/

y y

N

Fl(y)<0 F'(y)>0

y(t) y(t)

¢
stable equilibrium point unstable equilibrium point

Stable and unstable stationary states. A point y* is called a station-
ary state or equilibrium point of the differential equation y' = F(¢,y)
if F(¢,y*) =0 for all ¢.

If in addition there exists an ¢ > 0 such that all solution curves
with initial point yy € B.(y*) converge to y*, then y* is called a locally
asymptotically stable equilibrium state.

If such an € does not exist, then y* is called an unstable equilib-
rium state.

Notice that F'(y) = a <0 in the figure on the Lh.s. and F'(y) =a >0
in the figure on the rh.s. In the case of a non-linear function F it is
sufficient to check the sign of F'(y*). Thus we have the following charac-
terization.
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Stability of equilibrium points.

(a) IfF(y*)=0and F'(y*) <0, then y* is a locally asymptotically stable
equilibrium.

(b) IfF(y*)=0 and F'(y*) >0, then y* is an unstable equilibrium.

The logistic differential equation y' = F(y) = & y(L — y)) is an autonomous
differential equation. F has two roots y; =0 and y; = L. As F'(y) =
L -2y wefind F'(0)=L >0 and F(L)=—-L <0 thus yf)“ =0 is an unstable
equilibrium of the logistic differential equation and y; = L is a locally
asymptotically stable equilibrium state. O

In our examples of autonomous differential equations all noncon-
stant solution curves never show a local maximum or minimum. Indeed
we have the following general result.

If F is a € function, then every solution of the autonomous differential
equation y' = F(y) is either constant or strictly monotone on the interval
where it is defined.

Suppose that y = y(¢) is a solution of y' = F(y), where F is continuous.
If y(¢) approaches a finite limit y* as ¢ — oo, then y* is an equilibrium
state.

11.7 Existence and Uniqueness

So far we have learned some methods for finding explicit solutions of
first-order differential equations. We also used phase diagrams to in-
vestigate autonomous differential equations. However, until now we do
not have any results that guarantee uniqueness of our solution curves
or even their existence.

Existence and uniqueness. Consider the first-order differential equa-
tion

y =F(t,y).

Assume that both F(t,y) and F,(t,y) are continuous in an open neigh-
borhood in the ty-plane of some point (¢g,y9). Then there exists exactly
one local solution of the equation passing through the point (¢, yo).

An immediate corollary of this theorem is, that different solution
curves must not intersect each other. If x(¢) and y(¢) are two solutions to
the same differential equation with x(¢¢) = y(¢¢) for some point ¢(, then
x(t) = y(t) for all ¢+ where these solutions are defined.

Let y' = F(t,y) = s(t) — a(t) y be a linear differential equation where both
s(¢) and a(t) are continuous. Then for every initial value y(¢¢) = yo there
exists a uniquely defined solution in a sufficiently small interval [#g, 2o +
€).

Theorem 11.20

Example 11.21

Theorem 11.22

Theorem 11.23

Theorem 11.24

Example 11.25
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Example 11.26

Theorem 11.27

y0+b

Yo

Yo—b

to

T
to+r

T
to+a

Let y' = F(t,y) = f(t)g(y) be a separable differential equation. Then ex-
istence and uniqueness are ensured if f(¢) is continuous and g(y) is con-
tinuously differentiable.

Notice that Theorem 11.24 does not give us any information about
the length of the interval [¢(,#1] in which the solution y(¢) is defined.

Existence and uniqueness. Consider the initial value problem
y'=Fty), yto)=xo. (%)

Assume that both F(¢,y) and F,(t, y) are continuous over the rectangle
R={(t,y): lt—tol<a, |y—yol < b}

and let

M = max |F(t,y)|,  r=min(a,b/M).
(t,y)ER
Then (*) has a unique solution y(¢) on (g —r,#o +r) and we have |y(¢) —
yol| < b in this interval.

The condition in Theorems 11.24 and 11.27 that F, (¢, y) is continuous
can be replaced by a weaker one. Indeed, the existence of partial deriva-
tive F, in an open rectangle around (¢, yo) is not required. We only need
that for fixed F(¢,y) does not change “too much” when we vary argument
y. It is sufficient that F(¢,y) is continuous in ¢ and locally Lipschitz
continuous in y, i.e., for each (¢, y) there exists an open rectangle R and
a constant L such that |F (¢, y1)—F(t,y2)| < L|y1 —y2| whenever (¢,y;) and
(¢,y9) belong to R (Picard—Lindelof theorem).

When we drop this weaker condition, then a solution will still exist
for the differential equation but may not be unique, see Problem 11.10.
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— EXxercises

11.1

11.2

11.3

114

11.5

Compute the general solutions of the following ordinary differen-
tial equations as well as the particular solution of the correspond-
ing initial value problems with initial values y(1) = 1.

(@ y'-k2=0 M) ty'=(1+y)=0
(© y' =ty d) y+e¥=0
(e) ¥y =92 O ¥y =ty

Solve the initial value problem

Y () +6y(t)+e' =0, y(0)=1.

Let U(x) be a utility function with the property that the marginal
utility U’(x) is indirectly proportional to U(x).

(a) Formulate an ordinary differential equation that describes
this property.

(b) Compute the general solution for this differential equation.

(c) Find a sensible particular solution.
(Which value do you suggest for U(0)?)

Suppose that for a particular commodity, the demand and supply
functions are as follows:

qqa(t)=a—PpE)+vp'(t)
qgs(t) =—y+6p()

where a,8,y,6,v > 0 are constants. Assume that the rate of price
change p/(t) at any moment is proportional to the excess demand

(qq —qs):

dp _ .

— = t)— qs(t

dz J(qa@®)—qs(@)
where j > 0 represents the adjustment coefficient.
Which time path p(¢) describes the price when p(0) = po?
How does the model differ from Example 11.14?

The expected number of consumers of a new commodity is 96 000.
When a marketing campaign starts there are already 4 000 peo-
ple who know the product. After two months this number has in-
creased to 12 000.

Assume that A(¢) is the number of people that already know the
product at time ¢ can be modeled by a logistic differential equation.

(a) Compute function A(%).

HINT: y is indirectly propor-
tional to z if y = a% for some
aeR.
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(b) How many people know the product after 6 months?

(¢) The marketing campaign should be stopped if two third of all
potential consumers know the product. How long runs the
campaign?

11.6 Consider the following linear first-order differential equation
V) +ayt)=s

where a and s are constants. Derive a closed form solution of this
equation.

11.7 Consider the following initial value problem
YW +ay®)=s,  yto)=yo

where a, s, and yg are constants. Derive a closed form solution of
this equation.

— Problems
11.8 Let y* be a stationary state of the autonomous differential equa-
tion
¥ =F()

where F' is a continuously differentiable function.

Are the conditions in Theorem 11.20 necessary or sufficient or both
or neither for y* being an unstable or asymptotically stable equi-
librium state?

Find examples for the following cases or argue why the respective
case cannot happen.
(a) F'(y*)=0and y* is an unstable equilibrium.
(b) F'(y*)< 0 and y* is an unstable equilibrium.
(c) F'(y*) =0 and y* is a locally asymptotically stable equilib-
rium.

(d) F'(y*) >0 and y* is a locally asymptotically stable equilib-
rium.

11.9 The Solow growth model is based on the differential equation
kR =sf(k)- Ak

where k = k(¢) denotes capital per worker, s > 0 denotes the con-
stant rate of saving, f is a production function, and A > 0 denotes
the constant proportional rate of growth of the number of workers.
Assume that f(k) = k% for some a € (0,1).
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(a) Sketch the phase diagram for this differential equation.

(b) Compute the stationary states and estimate whether these
are unstable or asymptotically stable.

(c) If there is a locally asymptotically stable equilibrium, is it
also globally asymptotically stable?

11.10 Consider the following initial value problem:

Yy =2y, 0)=0.

For a >0 let

) = 0 for t<a,
Yaltl= (t—a)® fort>a.

(a) Solve the initial value problem by separation of the variables.
(b) Show that y,(¢) is differentiable. Compute its derivative.
(c) Show that y,(¢) is a solution of the initial value problem.
(d) Why is the solution to this initial value problem not unique?

(e) Is the solution unique if we change the initial value to y(0) =
1?
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Second-Order
Differential Equations

How can we model the pork cycle?

12.1 Second-Order Differential Equations

A second-order ordinary differential equation is written as
y'=F(t,y,y)

where F' is a given function of three variables and y = y(¢) is the un-
known function. Second order differential equations are inevitable for
modeling phenomenons like the pork cycle. However, analyzing second-
order differential equations or even finding explicit solutions is more
challenging than for first-order differential equations. Thus we restrict
our interest on linear equations.

12.2 Second-Order Linear Differential Equations

A second-order linear differential equation is one that can be writ-
ten as

Y' (@) +a1(®)y' (@) +ast)y(t) =s(t). (12.1)

Analogously to first-order differential equations we also may give initial
values and find a solution curve for this initial value problem. How-
ever, for second-order differential equations it is necessary to specify two
such values; usually a value for the function at some time t¢, y(¢9) = yo,
as well as its first derivative, y'(o) = y;.

Existence and uniqueness. Suppose that a1(#), as(t), and s(¢) are all
continuous functions on an open interval (a, 8), not necessarily finite.

137

Definition 12.1

Definition 12.2

Theorem 12.3
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The set of all solutions forms
a 2-dimensional vector space.

Theorem 12.4

Theorem 12.5

Let yo and y; be two given numbers and ¢¢ € (a,). Then differential
equation (12.1) has exactly one solution y(¢) on the interval (a,§) that
satisfies y(to) = yo and y'(¢9) = ;.

Homogeneous linear equations (i.e., where s(¢) =0 in (12.1)) have
the nice property that any linear combination of two solutions is again a
solution of the equation. Indeed, if both u; and us satisfy the homoge-
neous equation

¥ @) +a1(®)y' ) +az(t) y() =0 (12.2)
then we find for u = Ciuq1+Coug where C1,Cs R,
u' +a1u +asu
=(Cru1+Cauz)’ +a1(Crus+Cauz) +as(Crur +Caus)
=Cq [u'1'+a1u'1 +ag u1] +Cy [u'z'+a1 u'2 +a2u2]
=04+0=0.

That is, u = Ciuj + Coug is again a solution of (12.2). A consequence
of Theorem 12.3 is that any solution u of (12.2) can be expressed as a
linear combination of these two solutions u; and ug provided that they
are linearly independent.

The homogeneous differential equation
YO +a1®)y' ) +ax®)y#) =0
has general solution
y@#)=Crui(®)+Caus(t)
where u1(#) and ug(#) are two independent solutions and C; and Cy are

arbitrary constants.

For inhomogeneous linear equations we find a result analogous
to Lemma 11.11 on p. 124. Assume that v{ and vy are solutions of (12.1).
Then we find for their difference, v = v —vo,

v +a1v' +agv=(v1-v9)" +a1(v1 —v2) +as(v1 —v2)
:(v'll+a1v'1+agvl)—(v'2'+a1v'2+a2v2)
=s—s=0.
That is, v = v1 —vg is a solution of the corresponding homogeneous differ-

ential equation.

The inhomogeneous differential equation
¥ (@) +a1(®)y' @) +az(t) y(8) = s(2)
has general solution
y(@&)=Cru1(®)+ Caua(t) +up(t)

where C1u1(t)+ Couso(t) is the general solution of the corresponding ho-
mogeneous equation and u,(#) is any particular solution of the inhomo-
geneous equation.
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12.3 Constant Coefficients

Homogeneous Differential Equation

Let us consider homogeneous linear differential equations
Y'®)+a1y () +azyt)=0 (12.3)

where the coefficients a1 and a9 are constants. Based on our experiences
with first-order linear differential equations we try the ansatz

y(@)=CeM

for some constants C and A. Computing its first and second derivatives
and substituting into equation (12.3) yields

y@®)=1CeM and y'(t)=A%2CeM
and thus
CeM(A®+a1d+az)=0.
Consequently y(¢) is a solution of (12.3) if and only if
A +ajd+az=0. (12.4)

Equation (12.4) is called the characteristic equation of the homoge-
neous differential equation (12.3). Its two solutions are given by

al “%
Mo=——=\/—"——az
2 4

Generally, there are three different cases to consider. Notice that by
Theorem 12.4 have to find two basis functions for the vector space of all
solutions.

2
Case %1 —ag > 0. We have two distinct real roots 11 and Ay and the
general solution is given by

2
a a
y(t)=C1e11t+C2e12t, where 11’2=—EliUZl—a2.

We want to compute the general solution of y" —y'—2y = 0. Example 12.6
SOLUTION. Using the ansatz y(¢) = e we find the characteristic equa-
tion 12— 1 —2 =0, with distinct real roots A; = —1 and A9 = 2. Hence the
general solution is given by /
~——
y(@)=Cre ' +Coe?. & ;
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Example 12.7

2
Case %1 —a2=0. We have only one real (double) root A = —%1 and thus
one solution is given by

y1(t) =M.
However we need a second solution as well. Consider
Y@ +a1y (@) +(ag—e)yt)=0 (%)

for some ¢ > 0 with characteristic roots

aq a2
11,22—?i Zl—a2+8=/1i5(€).

Hence function
e(/1+5(5))t _ 6(1—5(6))t Y eﬁ(e)t _ e—6(£)t

25(c) -¢ 25(¢)

is a solution of (*). By the Mean Value Theorem there exists a (¢, ¢) such
that

ye(t) =

ys(t) — eltteé‘(&t)t .

Observe that §(e, ) € [ —8(e)t,5(¢)t] and that §(¢) — 0 as € — 0. Hence we
may expect that we may obtain another solution to our original differen-
tial differential equation (12.3) by setting § = 0.

Indeed we claim that

yo(t)=te
also satisfies (12.3). Differentiating gives
yh() = AteM +eM = (At +1)et™,
yy@)=A%teM + LeM + 1M = (A2t +21)eM
Substituting into (12.3) yields
[(A%t+20) + a1 (At + 1) + agt] e

2
a a
(—lt—al) +ai (—Elt+ 1) +agt eM

4

a? a? a?

1 1 1
—t—-a1——t+ar+—1
4 175 177y

— e/tt

=0, as claimed.

For the first equation we used the fact that A = —% and for the second
2 2
equation we used that % —a9=0and thus ag = %.
Therefore the solution in the case of one double root is given by
ai

y(t)=(cl+02t)eu, where /lz_E_

We want to compute the general solution of y" +4y' +4y =0.

SOLUTION. Using the ansatz y(¢) = e’ we find the characteristic equa-
tion A2 + 41 +4 = 0, with one real double root A = —2. Hence the general
solution is given by

y(t) = (C1+Cat)e™? . o
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2
Case % —a2<0. We have two distinct complex roots
A=a+bi and A=a-bi
where

a2

ai 1
7 a2

Re(A)=a = 5 and Im(A)=b6=

and thus the general solution is given by
y(£) = G @0t 4 G,y gla=bit

However, we are only interested in real solutions. By Euler’s formula
(p. 171) we find
y(t) = Gy @+t | Gy pla=bidt _ at [C“.lebit +éze—bit]
= e [C1(cos(bt) +isin(bt)) + Ca(cos(bt) —isin(b1)))]
=e% [(C1+Cs) cos(bt) +i(C1 — Cg) sin(bt)]
=e™ [C1 cos(bt) + Cqy sin(bt)]

where we set C1 =(C1+C5) and Cy = i (C1—C5) for the last equation. We
therefore find for the general solution

y(t) = e [C1 cos(bt) + Cg sin(bt)]

ail a?
where az—? and bzwf—a2|.

These solutions of second-order linear differential equations describe an
oscillating behavior and thus can be used to model cycles in economics.

We want to compute the general solution of ¥y’ +y'+y =0. Example 12.8

SOLUTION. The characteristic equation A2 + 1+ 1 = 0 has two complex
roots A= -4 + %3 with Re(\) =a = -} and Im(1) = b = ¥2. Hence the
general solution is given by

y(t):e_%t[Clcos(‘/ygt)+czsin(‘/7§t)] . &

Inhomogeneous Differential Equation

Solutions of inhomogeneous linear differential equations with constant
coefficients a1, ag and s are constants,

') +a1y (O +azy®)=s, (12.5)
can be solved by means of Theorem 12.5. Its general solution is given by

Y=Yntd¥p
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Example 12.9

Theorem 12.10

where y;, is the general solution of the corresponding homogeneous equa-
tion (12.3) and y, is a particular solution of (12.5). As all coefficients are
constant we use

yo(8) = % ifag #0,
P St ifag=0andaj #0.

ai

We want to find the solution of the initial value problem
¥'(@®)+y'(t)-2y() = -10, y(0)=12, y'(0)=-2.

SOLUTION. The characteristic equation A2+ 1 —2 = 0 has two distinct
real roots A1 =1 and Ag = —2. Thus the solution to the corresponding
homogeneous equation is given by

yr(t)=Crel + Coe 2.

A particular solution of the inhomogeneous equation is given by

t) = 10 4
= T 9 T

and hence the general solution for the inhomogeneous differential equa-
tion is

y(#) = yp(t)+y,(t)=Crel + Cae 2 +5.
Substituting the initial values yields the system of linear equations

12:y(0)=C1+C2+5
—2=4'(0)=C;-2Cs

with unique solution C; =4 and Cg = 3. Therefore the solution of the
initial value problem is given by

y(t)=4et+3e_2t+5. &

12.4 Stability for Linear Differential Equations

Let y'(¢t) + a y(t) = s be a first-order linear differential equation with ini-
tial value y(0) = yo. It has solution y(¢) = (yo — y*)e % + y* where y* = >
(provided that a # 0). We have seen in Section 11.6 that y* is an equi-
librium point of this differential equation. Moreover, it is globally
asymptotically stable if and only if a > 0, since then the solution curve
eventually approaches y* when ¢ tends to co. Notice we also can state
this fact in the following way.

y* =2 is a globally asymptotically stable state of y'(t)+a y(t) = s (a # 0)
if and only if the root of equation A+ a =0 is negative.
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For second-order linear differential equations y"'(#)+a1 y'(t)+ag y(t) =
s we find that y* = aiz is an equilibrium point (provided that ag # 0). In
Section 12.3 above we had to distinguish between three cases depending

on the roots of the characteristic equation (12.4), A2+aid+as=0.
2

If %1 —ag >0 we have solutions y(¢) = C; eMt + Cg et where A1g are
two distinct real solutions of the characteristic equation. These solutions
converge to ¥* in general for ¢t — oo if and only if both roots are negative.

2

If % —ag =0 we found y(¢) = (C1 + Cot)eM where A is the real (dou-
ble) solution root of the characteristic equation. Again these solutions
converge to y* in general for ¢ — oo if and only if 1 <O0.

2

If%—ag < 0 we have solutions y(t) = e*' [C cos(bt) + Cg sin(bt)] where

a= —% is the real part of the complex roots of the characteristic equa-

2
o1 _

7 a2| is the imaginary part. The real part a of root 1

tions and b =

controls whether the oscillating solutions is damped or not.

| o
oV

Re(1) <0 Re(1)=0 Re(1) >0

We summarize our observations in the following theorem.

y* = ;—2 is a globally asymptotically stable state of y"' (£)+a1y'(t)+as y(t) =
s (ag # 0) if and only if the real parts of all roots of the characteristic
equation A%+ a1 +ag =0 are all negative.

Theorem 12.11
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— Exercises

12.1

12.2

12.3

12.4

12.5

Compute the solution of differential equation y” = x2 + 2x — 5 with
initial values y(0) = 0 and y'(0) = 3.

Compute the solution of y” + y' — 2y = 3 with initial values y(0) =
y'(0)=1.

Is there an asymptotically stable state for the differential equa-
tion?

Compute the solution of y” —6y'+9y = 0 with initial values y(0) = 2
and y'(0) = 0.

Is there an asymptotically stable state for the differential equa-
tion?

Compute the solution of y" +2y’'+ 17y = 0 with initial values y(0) =
1 and y'(0)=0.

Sketch (draw) the graph of your solution.

Is there an asymptotically stable state for the differential equa-
tion?

A model by T. Haavelmo leads to an equation of the type
p'W)=y@—-a)pt)+k. (a, v, a, and k are constants)

Solve the equation.
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Systems of
Differential Equations

Foxes and rabbits.

13.1 Simultaneous Equations of Differential
Equations

We assume that we have two unknown functions y; and ys where the
derivative of each simultaneously depends on both functions, i.e.,

y1 =F1(t,y1,52),

/ (13.1)
yo =Fo(t,y1,y2).
Using a vector-valued function this can also be written as
y =F(t,y). (13.2)

We further assume that all components of F and all partial derivatives
w.r.t. y; are continuous. A solution y(¢) of (13.2) is then a differentiable
function where its derivative y' satisfies this equation for each of its
components. Notice that y(¢) is a path in R? (or more general in R").

One method for finding explicit solutions for a system (13.1) of two
differential equation is to reduce it into one second-order differential
equation using the following procedure:

1. Use y; = F1(t,y1,y2) and express yp as a function of ¢, y; and y}:
ye =H(t,y1,y7).
2. Differentiate this equation w.r.t. # and substitute the expressions

for yo and y; into the second equation y, = Fa(t,y1,y2). We then
obtain a second-order differential equation for y;.

3. Solve this equation and determine y1(¢).
Then find yo(t) = H(¢, y1(2), y;(2)).

145

Of course we can exchange
the réles of y1 and yo.
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Example 13.1

Find the general solution of the system
¥y =4y1+y2+2,
yé=—2y1+y2+8.
Also find the particular solution with initial values y1(0) = y2(0) = 0.
SOLUTION. Solving the first equation for ys and differentiation yields
y2=y1—4y1-2,
I /
Yo=Y1— 43’1 .
Substituting these expressions in the second equation gives
y'l'—4y/1 =-2y1 +(y/1 —4y1-2)+8
which simplifies to
y’l/—5y'1+6y1 =6.
Using our methods from Section 12.3 gives the general solution
y1(t) =Cy e2t +02€3t +1.
From yp = y] —4y1 —2 we get
y2=y;—4y1-2
=(2C1e* +3Cge>) - 4(Cre* + Ce® +1)-2
=-2C %t - Csy e —6.

Thus the general solution of this system of differential equations is given

ya(t)
For the particular solution of the initial value problem we have to solve
the linear equation

o)=Cro) =1 5]+ ex[ )+

which gives C1 = -5 and C2 =4 and therefore

y1(®)) _ ot 1 3¢ 1 1
o) =5 (L) w2 2+ o) 0

Notice, however, that this method only works in special cases. As we
will see below, it is often easier to analyze a system of first-order differen-
tial equation than a single second-order differential equation. Therefore
one often uses the reverse of the above procedure to transform a second-
order differential equation y” = F(¢,y,y’) into a system of two first-order
differential equations. Setting v = y’ we find

y'=v,
v'=F(t,y,v).
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13.2 Linear Systems with Constant Coefficients

Consider the linear system

(y’l):(au a12)(y1 +(81
ylg a1 agz2)\y2 §2

where A and s are constant.

or equivalently y' =Ay+s (13.3)

The system in Example 13.1 is a linear system:
!
Y1 4 1\ (y1 2
= +
b)=(% 2)6)-6 ¢
Homogeneous Systems
Again we first start with homogeneous systems, i.e.,

y =Ay. (13.4)

Based on our experiences with single first-order linear equations and
motivated by Example 13.1 we try the ansatz

y1®)) _ (viet) pa
ya(2) B 12 eM) ™ vy’
We then find
!/
Ae't (”1) :A(yl) = (y,l(”) = el (”1) :
U2 y2)  \yo(®) V2
Canceling the factor e’ gives the equation
A %] 1 U1
Vg ve)
That is v= (zl) is an eigenvector of A corresponding to eigenvalue A.
2

The case in which A has two distinct real eigenvalues 11 and Ag is
the simplest. Then the respective eigenvectors vi and vy are linearly
independent and we get a general solution for the homogeneous system
(13.4) as

y(®)=Cq elltvl +Cy e’lztvz .

Find the general solution of the homogeneous linear system
b= )
vo) \=2 1)\y2)"
. 4 1 . .
SOLUTION. Matrix A = _9 1 has eigenvalues 1; =2 and Ag = 3 with
. . 1 1
corresponding eigenvectors vi = _9 and vg = | 1) Hence the general

solution is given by

yi@®) a1 3¢ 1
(yz(t))_cle (—2)+026 (—1)' ©

Example 13.2

Analogously to Theo-
rem 12.4, the set of all so-
lutions forms a vector space.

Example 13.3
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Such a y* exists if A is in-
vertible.

Example 13.4

Inhomogeneous Systems
Consider the inhomogeneous system (13.3),
y =Ay+s

Assume that there exists a point y* such that Ay* +s=0. Then y* is an
equilibrium state of (13.3). Analogously to Theorem 12.5, y —y* is then
a solution of the homogeneous system (13.4). Thus the general solution
is given by

vy =yr@)+y"

where y;, is the general solution of the corresponding homogeneous equa-
tion. If A has two distinct real eigenvalues A; and Ag with respective
eigenvectors vi and vy we obtain the general solution by

y(@) =C1eMtvi +Coe’tvg+y* .

Find the general solution of the inhomogeneous linear system

b= 3G 6)

Also find the particular solution with initial values y1(0) = y9(0) = 0.

SOLUTION. The solution of the corresponding homogeneous solution is
(see Example 13.3)

_(n@®) _ o 1 3¢ 1
Yh(t)—(y2(t))—01e (_2)+C26 (_1).

The particular solution y* is a solution of the linear equation

. B 4 1 yik 2\
Ay ”"(—2 1)(y;)+(8)‘°

which yields

v = (L)

Thus the general solution is given by

rcae( )+ ).

This of course coincides with our solution in Example 13.1. (The remain-
ing computation for the particular solution of the initial value problem
is thus completely the same.) &

" 1
Yy =yr®)+y* =Cie? (_2
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13.3 Equilibrium Points for Linear Systems

Equilibrium point. A solution y* of Ay = —s induces a constant solution
y(t) = y* for the inhomogeneous system (13.3). Hence y* is called an
equilibrium state of system (13.3).

Source. The general solution in Example 13.4,

1 1 1
_ 2t 3t
y(t)=Cie (_2)+Cge (—1)+(—6)
has the property that every solution path that starts close to the equilib-

1
rium point y* = (_ 6) moves away from this point. Thus y* is called an

unstable equilibrium point (or source). This property is an immedi-
ate consequence of the fact that both eigenvalues 1; and Ay are positive
real numbers.

Sink. Find the general solution of the linear system
b= AJ6)
vy =6 —4)\y2)’

SOLUTION. Matrix A = ( 1

6 _4) has eigenvalues 11 = —1 and 13 = -2

1 1
) and vg = (_ 3). Hence the general

with respective eigenvectors v = (_ 9

solution is given by

(o) =re (5] e ). 0

In Example 13.7 every solution curve moves towards the point y* = 0.

Therefore y* is called a (globally) asymptotically stable equilibrium

state (also called a sink). Notice that in this case both eigenvalues 1;

and Ay are negative. The tangent of the solution curve in the limit point

y* is given by vy, i.e., the eigenvector corresponding to the larger of the
two eigenvalues 11 = —1> -2 = Aq.

Saddle point. Find the general solution of the linear system
B)-0 ol
yo) \1 0)\y2)"

SOLUTION. Matrix A = (2 (1)) has eigenvalues 1; =1 and Ag = —1 with

1) and vy = (_1

1 1). Hence the general solu-

respective eigenvectors vy = (
tion is given by

yl(t) _ t 1 —t 1
(m(t))‘cle(l)wze (—1)' ¢

Definition 13.5

Example 13.6

y

Example 13.8

R AN
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Example 13.9
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Example 13.10

The two eigenvalues in Example 13.8 are both real but have opposite
signs. Thus a solution curve converges if and only if C1 =0, i.e., if and

only if y(t) = Cge™! (_11) All other solution curves diverge. Such an

equilibrium point is called a saddle point of the system of differential
equations. Notice that the image of the converging curve is a subset
of the straight line spanned by the eigenvector vy corresponding to the
negative eigenvalue. It is called a saddle path solution.

Oscillating curve. Find the general solution of the linear system

b= 26

2
9 _ 2) has complex eigenvalues A; =1=-1+

SOLUTION. Matrix A = (
V3i and Ay = A = -1 — v/3i with respective eigenvectors v = ( 2 )
-1+/3i

2
and vg = (_ 1- \/§i)' Hence the general solution is given by

y1®) _ (-1+V3i)t ( 2
(y2(t)) =Cie 14V

A tedious straightforward computation gives the (real-valued) general
solution

(-1-v3i)t 2
Jecseian( 2 )

C1cos(vV38) + Z(C”—\%)_Cl sin(v/3t)
&

_ -t
yit)=e ( Cgcos(\/gt)—%sin(\/gt)

Example 13.9 shows an example for a system where the equilibrium
point y* = 0 is asymptotically stable. However, in this example we have
two complex eigenvalues. Notice that convergence is caused by the neg-
ative real parts of both eigenvalues, Re(1) = —1.

Center. Find the general solution of the linear system
G- ol
yo) \=1 0J\y2)"

. 0 . . . .
SOLUTION. Matrix A = ( has purely imaginary eigenvalues 11 =i

40
1.). Hence

_ . . 1
and 19 = —i with respective eigenvectors vq = (1) and vy = (

the general solution is given by

O\ _ s a1 A e 1
(yz(t))_cle (i)+cze (—i)'
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Using Euler’s formula we find
y1()) _ (C1+C9y)cost+i(C1—Cq)sint
ya(t)) ~ \i(C1—Cs)cost—(Cq+Ca)sint
B (Clcost+02 sint)
" |\Cacost—Cisint

cost sint
=G (— sin t) +Co (cos t)
where we set C1 =(C1+Cs) and Cy =i (C1—Ca). o

In Example 13.10 the real parts of both eigenvalues are 0. None of
the solution curve converges towards the equilibrium point y* = 0 nor
do they diverge. However, all curves are periodic with the same period
length. All solution curves are ellipses or circles. The point y* is called
a center.

We summarize our observations in the following theorem.
Stability of an equlibrium point. Let y* be an equilibrium point of

y =Ay+s (13.5)

R2><2

where both eigenvalues of A € are non-zero.

(a) y* is an asymptotically stable equilibrium state (or sink) of (13.5) if
and only if all eigenvalues of A have negative real parts.

(b) y* is an unstable equilibrium point (or source) if and only if all eigen-
values of A have positive real parts.

(c) y* is a saddle point of (13.5) if and only if both eigenvalues of A are
non-zero real numbers of opposite signs.

(d) y* is a center of (13.5) if and only if all eigenvalues of A are purely
imaginary.

Fortunately it is possible to distinguish between these cases without
computing the eigenvalues explicitly. For this purpose we need a result
from linear algebra.

a1 ai2

) is the sum of its diagonal entries,
a1 a2

The trace of a matrix A = (

ie,tr(A)=a11+ags .

Let A be a 2 x 2 matrix with (real or complex) eigenvalues 1; and As.
Then

tr(A) =211+ 19
and

det(A)=A11-19.

Theorem 13.11

Definition 13.12

Lemma 13.13
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Theorem 13.14

Theorem 13.15

Example 13.16

We can distinguish between these types of equilibrium points by
means of the trace and the determinant of A.

Let y* be an equilibrium point of
y =Ay+s (13.6)
where A € R2*2 has non-zero determinant.

(a) y* is an asymptotically stable equilibrium point (or sink) if and only
if det(A) > 0 and tr(A) <O0.

(b) y* is an unstable equilibrium point (or source) if and only if det(A) > 0
and tr(A) > 0.

(¢) y* is a saddle point of (13.6) if and only if det(A) < 0.

(d) y* is a center of (13.6) if and only if tr(A) = 0 and det(A) > 0.

13.4 Stability for Non-Linear Systems

A system of differential equations is called autonomous if F does not
depend directly on the independent variable ¢, i.e., if the equation be-
comes

y =F(y). (13.7)

Again a point y* is called an equilibrium point of (13.7) if F(y*) = 0.
It is called locally asymptotically stable if any path starting near y*
converges to y* as t — oo.

To examine whether an equilibrium point y* is locally asymptotically
stable it is sufficient to replace F by a linear approximation, i.e., by its
Jacobian,

Fy)=F(y")-(y-y").
Thus we find the following sufficient characterization.

Lyapunov’s Theorem. Let F: R?> — R? be a 6! function and let y* be
an equilibrium point of system (13.7). If both eigenvalue of the Jacobian
F'(y*) have negative real parts (i.e., tr(F'(y*)) < 0 and det(F'(y*)) > 0),
then y* is locally asymptotically stable.

Consider the following system of differential equations.

—4y? —3y1 - 2y1y2+ Y3

!/
=F(y) =
y == 2y2y2 - y1—yo +y2

Show that y* =(0,0) is an asymptotically stable equilibrium point.
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SOLUTION. Obviously F(0,0) = 0 and thus y* is an equilibrium point.
Its Jacobian matrix is given by

F'(0,0) = (:? _01) ,  tr(F'(0,0))=-4<0, det(F'(0,0)=3>0,
and thus y* = (0,0) is locally asymptotically stable. O

Olech’s Theorem. Let F: R2 — R? be a 6! function and let y* be an
equilibrium point of system (13.7). Assume that for all y € R? both eigen-
values of the Jacobian F'(y) have negative real parts (i.e., tr(F'(y)) <0
and det(F'(y)) > 0), and

F{(y)Fy(y)#0forallye R or Fl,(y)F(y)#0forallye RZ,
then y* is globally asymptotically stable.
Consider the following system of differential equations.

¥ —y1-¥3 -y

' = F(y) =
y y 2y1—3y2

Show that y* = (0,0) is an globally asymptotically stable equilibrium
point.

SOLUTION. Obviously F(0,0) = 0 and thus y* is an equilibrium point.
Its Jacobian matrix is given by

) _(-8y2-1 -3y2-1
F(y1,y2) = 9 3 -

Thus

tr(F'(y1,y2)) = —3y? -4<0,
det(F'(y1,y2)) = 9y2 +6y2 +5>0,
Fl1(y)Fhy(y)=9y? +3#0

for all y € R? and therefore y* = (0,0) is globally asymptotically stable.
¢

Local saddle point. Let F: R? — R2 be a ¢! function and let y* be an
equilibrium point of system (13.7). If both eigenvalue of the Jacobian
F/(y*) are non-zero real numbers of opposite signs (i.e., det(F'(y*)) < 0),
then y* is a local saddle point. Moreover, for any given starting point
to there exist exactly two solution paths yi(¢) and yo(¢) defined on [£g,00)
that converge towards y* from opposite directions in the phase plane. As
t — 0o, both paths become “tangent in the limit” to the line through y*
with the same direction as the eigenvector corresponding to the negative
eigenvalue of F/(y*). These curves are called saddle path solutions .

Theorem 13.17

Example 13.18

Theorem 13.19

saddle path solution
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Example 13.20

Alternatively:

det(F/(0,0)) = —ay <0.

Example 13.21

Definition 13.22

Lotka-Volterra Equation. Consider the celebrated Lotka-Volterra pre-
dator-prey model.

x' x(a— By)
(y’) =F(x,y)= (—y(}/ —ﬁdx)) where a, 8,7,0 > 0.
Here x is the population of prey (say rabbits) and y is the population of
predator (say foxes). Show that y* =(0,0) is a local saddle point. Com-
pute the tangent line at y* for the saddle path solutions.

SOLUTION. Obviously F(0,0) = 0 and thus y* is an equilibrium point.
Its Jacobian matrix is given by

/ _ a-—pPy —px / _|a 0

As can be easily seen F'(0,0) has 1; = a >0 and A3 = —y and thus y* =
(0,0) is a local saddle point. Eigenvector ve = (0,1) corresponds to the
negative eigenvalue A2. Thus x = 0 is the tangent line to the saddle path
solutions. &

The other stationary points that we have characterized in Theorem
13.11 for linear differential equations, sources and centers, can occur as
well.

If both eigenvalues have positive real parts, then solutions that start
close to the equilibrium point y* move away from it and the point is a
source. However, such solutions may still be bounded.

If the eigenvalues are purely imaginary or 0, no definite statement
about the limiting behavior of the solution can be made.

The point (0,0) is not an interesting point for the Lotka-Volterra model
as then there are neither rabbits nor foxes. However, there is a second
stationary point of the Lotka-Volterra equation, y* = (y/8, a/p). Its Jaco-
bian matrix is given by

o -
F'(y/6,alB) = o5 o,
v 0
with eigenvalues 1; = i/ay and 19 = —i,/ay. As these eigenvalues are
both purely imaginary, no conclusions can be drawn from a linear ap-
proximation of F. ¢

Stable point. An equilibrium point y* of the autonomous system (13.7)
is called stable if for every £ > 0 there exists a § > 0 such that |lyg—y*|l <
6 implies that every solution y(¢) that satisfies y(0) = yg is defined for all
t > 0 and satisfies

[y -y*||<e forallz>o0.

That means that solutions with initial point close to y* remain near this
point. In opposition to a locally asymptotically stable point, solutions
need not converge to y*.
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Notice that the centers in Theorem 13.11 are stable equilibrium points.

Lyapunov function. Let V: R2 — R be a positive definite 6! function
in an open neighborhood D of y*, that is, V(y*) = 0 and V(x) > 0 for all
x € D\ {y*}. Let y(¢) be a solution of the autonomous system (13.7). For
the derivative of V (y(t)), i.e., of V along the solution curve, we find by
the chain rule

d
aV(y(t)) =VV(y®) y'@®) =VV(y@®) -F(y). (13.8)

If (13.8) is non-positive for all y € D, then V(y) is called a Lyapunov
function for the autonomous system. If (13.8) is negative for all ye D \
{y*}, then V is called a strong Lyapunov function for the autonomous
system.

Definition 13.23

Lyapunov’s Theorem. Let y* be an equilibrium point for the autonomous Theorem 13.24

system (13.7). If there exists a Lyapunov function in an open neighbor-
hood D of y*. Then y* is a stable equilibrium point. If there exists a
strong Lyapunov function for the system, then y* is a locally asymptoti-
cally stable equilibrium point.

Prove that y* = (x*,y") = (y/d,a/p) is a stable equilibrium point of the
Lotka-Volterra equation.

SOLUTION. Let
H(x,y)=6(x—x"Inx)+ By —y*Iny).

We claim that V(x,y) = H(x,y)—H(x*,y*) is a Lyapunov function. In fact
we find for its gradient

Viwy)=(60-5), pa-2)),  Vi',y)=0,0
that is, (x*,y") is a stationary point of V. All eigenvalues of its Hessian
55 0
" _ X N
Vix,y) = ( 0 B ;}_2 )

are positive and thus V is strict convex and (x*,y*) is a strict global
minimum of V. Consequently, as

V(x*,y*) — H(x*,y*)—H(x*,y*) — O
V is positive definite. Moreover, as x* = /5 and y* = a/f we find

x’(t))
y'(@)
=6(1—x"/x)x(a— By)+ (1 —y*/y)(—y(y—6x))=0.

d

Thus y* = (x*,y*) is a stable equilibrium point. In fact %V(x(t), y()=0
even implies that V(x, y) is constant along every solution curve. One can
prove that this also implies that these solutions are closed curves. &

Example 13.25



156

SYSTEMS OF DIFFERENTIAL EQUATIONS

Example 13.26

13.5 Phase Plane Analysis
For an autonomous system of differential equations
y =F() (13.9)

the derivative of the solution curve y(¢) only depends on the particular
point (y1(¢), y2(¢)) but not on ¢. Thus for each point (y1,y2) we can draw
the corresponding derivative y’ into the y;ys-plane. Again we obtain a
direction field (also called vector field) which we can use to analyze
the properties of solution curves by visual inspection even when we do
not have an explicit solution of the system.

For this purpose we can draw the curves where y; = 0 and y;, = 0.
These curves are called the nullclines of the system. Their intersections
are just the equilibrium points of the system. Moreover, these nullclines
partition the plane into regions where the directions of increase or de-
crease of each variable remain constant. The resulting diagram is called
the phase diagram of the system. It provides some useful information
about possible solution paths of our system.

Consider the autonomous system of differential equations:

x/:x2_y2

We find the following phase diagram. Notice that it has four equilibrium

points. On each point of a nullcline the derivative of the corresponding
variable is 0.
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— EXxercises

13.1

13.2

13.3

13.4

13.5

13.6

Find the general solutions of the following systems and draw (sketch)
the respective solution curves:

(a) x'=-3x-2y (b) x'=2x+3y () x'=-x+5y
y'=—-2x-6y y' =4x+ 13y y' =bx—y
Use both methods:

(1) reduction to a second order differential equation, and
(2) eigenvalues and eigenvectors.
Find the general solutions of the following systems and draw (sketch)

the respective solution curves. Find all equilibrium points and
check their stability.

(@ x'=-3x-2y+1 (b) x'=2x+3y+1 (c) x'=-x+5y+1
y'=-2x—-6y—4 y' =4x+13y-5 y' =bx—y-5

For which values of the constant a are the following systems glob-
ally asymptotically stable?
(a) x'=ax-y (b) x'=ax—(2a-4)y
Yy =x+ay y' =x+2ay

Determine (if possible) the local asymptotic stability of the follow-
ing systems at the given stationary points. Are these also globally
asymptotically stable?

(a) x'z—x+%y2 at (0,0)
y' =2x—2y

b)) x=-x3-y at(0,0)
y/_x_y3

() ¥'=x-3y+2x%2+y%—xy at(1,1)
y =2x—y—e*Y

Show that (0,0) is a globally asymptotically stable equilibrium point
for the system

x'=y
y’:—ky—w2x (k>0,w¢0)
Prove that (0,0) is a locally asymptotically stable point of
x/ — _x3 —y
yl =x— y3

HINT: Show that V(x,y) = 22 + y2 is a strong Lyapunov function.
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13.7 Consider the differential equation for p > 0.

b -
p'W=a (ﬁ - c) where a,b, ¢ are positive constants.
p

Find the equilibrium point and prove that it is locally asymptoti-
cally stable using Lyapunov function V(p) = (p — b/c)?.

13.8 Draw the phase diagram for the Lotka-Volterra equation (see Ex-
ample 13.20).

13.9 Consider the following generalization of the Lotka-Volterra sys-
tem:

x' = x(a—ex— By)

b J 767 b > O
Y =y-y+ox-qy (BHVOENZ0
with da > ye. Verify that

By+an da—ye
B +ne’ B6 +ne

(x*,y") =

is an equilibrium point. Is it locally asymptotically stable?

HINT: Use Lemma 13.13. 13.10 Deduce Theorem 13.14 from Theorem 13.11.
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Control Theory

Drive your vehicle as fast as possible but do not leave the road.

14.1 The Control Problem

Economic growth. We want to maximize the total consumption in a
country over time interval [0, T']. That is, we have to solve the problem

T
meax fo (1-s(0) £ (kD) dt

0=s($)=<1

where f(k) denotes the production function, .(¢) is the real capital stock
of the country at time ¢, and s(¢) is the rate of investment at time ¢.
The integrand (1—s(¢)) f(k(¢)) in our problem is the flow of consumption
per unit of time. It is called the objective function of this optimization
problem.

The capital stock £(¢) has to satisfy the initial value problem (differ-
ential equation)

k()= S(t)f(k(t)), k(0)=Fg.
Moreover, we may wish to leave some capital stock k7 at time T, i.e.,
R(T)=Fkp.

The only quantity that can be chosen freely at any time ¢ is the rate
of investment, s(¢). It is called the control function of our problem. It is
quite natural to assume that s € [0,1]. This is called the control region.

In summary we have to solve the following optimal control problem:

T
max f (1-s) f(k@®)dt, s€[0,1],
0

0=s(?)<1

E@=s@f(k©), kO =ko, kT)=kr.

159

Example 14.1
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Example 14.2

Oil extraction. Suppose that y(#) denotes the amount of oil in some
reservoir at time ¢. The rate of extraction is then given by its first deriva-
tive, i.e., u(t) = —y'(t). So if p(¢) denotes the market price of oil and
C(t,y,u) extraction cost per unit of time, then the instantaneous rate of
profit is given by

n(t, y(@),u®) = p(OHu@) - C(t, y(@),u(?)) .

Hence if we denote the (constant) discount rate by r, then total dis-
counted rate of profit over the time interval [0, T'] is given by

T
fo [p(Ou®) - Ct, y(0),u@)]e " dt

Again we want to maximize our revenue. It is natural to assume that
y(t) = 0 and u(¢) = 0 for all £. Therefore we have to solve the following
optimal control problem:

T
max f [p@Ou(t) - Ct,y@),u@®)]e " dt, uel0,00),
u(t)=0 Jo

Y@ =-u@®), y0)=y), y(T)=0.

Here the rate of extraction u can be chosen freely (within the given con-
trol region) and is thus the control variable in this problem. It is now
our task to find an optimal extraction process that optimizes our profit.
However, we may distinguish between two case scenarios.

Case 1: The time horizon T is fixed. We plan to stop production at
time T'.

Case 2: There is no fixed date 7' when we stop extraction. So we have
to find the optimal time stopping time T and together with an optimal
extraction process u.

14.2 The Standard Problem (T fixed)

We restrict our interest to the standard end constraint problem:

(C1) Find maximum
T
max[ f(t,y,u)dt, ue¥UcR.
u 0

Function f is called the objective function, u is the control
function, and % is the control region.

(C2) The state variable y has to satisfy the following controlled differ-
ential equation (initial value problem)

y' =gt,y,u),  y(0)=yo,

(C3) and one of the following terminal conditions:
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(a) y(T)=y1,
(b) y(T)zy1 lor: y(T) < y1],
(c) y(T) free.

A pair (y,u) that satisfies (C2) and (C3) is called an admissible pair.
Our task is to find an optimal pair among all admissible pairs that
maximizes (C1).

Similarly to constraint static optimization we introduce an auxiliary
function to gain necessary (and some sufficient) conditions for an optimal
pair.

Hamiltonian. The function
A, y,u,A)= Ao f(t,y,u)+ At) g(t,y,u)

is called the Hamiltonian of our standard problem with fixed time hori-
zon T'. The new argument A is called the adjoint function or co-state
variable associated with the differential equation. A is either 0 or 1.

Constant A € {0,1} is in almost all problems equal to 1. Hence we
assume for the remaining part of this chapter that Ag =1, i.e.,

Ht,y,u,A)=f(t,y,u)+At)gt,y,u),
in order to keep the presentation simple.

The Maximum principle. Assume that (y*,u*) is an optimal pair for
the standard problem. Then there exists a continuous function A(¢) such
that for all ¢ € [0, T] we have

(1) u* maximizes / wr.t. u,i.e.,

JOt,y", u* A= 7,y ,u,A) forallue.
(i) A satisfies the differential equation

F)
;L’:—@Jf(t,y*,u*,m.

(iii)) Corresponding to each of the terminal conditions in (C3) there is a
transversality condition on A(T):
(a) ¥(T)=y1: MT) free,
() ¥(T)=y1: MT)=0 [where MT)=0if y*(T) > y1],
(c) y(T) free: M(T)=0.

Observe that the maximum principle gives a necessary condition for
an optimal pair of our standard problem. That is, each admissible pair
for which we can find such a function A is a good candidate for an optimal
pair. The next theorem provides a sufficient condition for an optimal pair.

Definition 14.3

Theorem 14.4
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Theorem 14.5 Mangasarian’s theorem. Assume that (y*,u*) is an admissible pair
for the standard problem with corresponding adjoint function A(¢) that
satisfies conditions (i)—(iii) from Theorem 14.4. If % is convex and
S(t,y,u,A) is concave in (y,u) for all ¢ € [0,T], then (y*,u*) is an op-
timal pair.

We can derive a recipe for finding optimal pairs for “nice” control
problems from Theorems 14.4 and 14.5:

1. For each triple (¢, y,A) find a (global) maximum (¢, y,A) of #(¢,y,u, )
w.r.t. u.

2. Solve the differential equations
y' =g(t,y,4(t,,1)) and
A ==7,(t,y,0(t,y,A),1) .

3. Find a particular solution y*(¢) which satisfies y*(0) = yo and the
given terminal condition.

4. Find a particular solution A*(¢) that satisfies the corresponding
transversality condition.

5. Thus we obtain candidates (y*,u*) for optimal pairs using y*(¢)
and u*(¢) =a(t,y*,1%).

6. If % is convex and #2(¢,y,u,A*) is concave in (y,u), then (y*,u*) is
an optimal pair.

It is important to note that these steps need not be computed in the
given ordering. Indeed, often a different ordering is more appropriate.

Example 14.6 Find an optimal control u* for

1
maxf y(t)dt, uwel0,1l, y' =y+u, y0)=0, y(1)free.
0

Heuristically we can argue that the objective function y(¢) should be as
large as possible and hence we should set u*(¢) =1 for all ¢.

SOLUTION. The Hamiltonian for our problem is given by
A, y,u, )=, y,u)+Ag(t,y,u)=y+AMy+u).
Maximum @ of A4 w.r.t. u is then

u

1 if =0,
"o ifr<o

The solutions of the (inhomogeneous linear) differential equation

AN=-7,=-1+1), M1=0
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is given by
Ay =e' "t -1,

As A*(t)=el™t =120 for all t = 0 we have () = 1.
The solution of the (inhomogeneous linear) differential equation

y=y+i=y+1, 30)=0
is given by
y () =e'-1.

Thus we obtain u*(#) = @(¢) = 1 in accordance with our heuristic ap-
proach.

At last observe that the Hamiltonian /(¢,y,u,A) = y+ Ay + u) is
linear and thus concave in (y,u). Consequently, u*(¢) = 1 is the sought
optimal control. O

Find an optimal control ©* for

T
min[ [y @) +cu®@®)] dt, ueR, y' =u, y0)=yy, y(T)free.
0

where ¢ > 0 is some positive constant.

SOLUTION. We do not have a tools for solving this problem directly. So
we solve the maximization problem instead:

T
max f —[y2®) + cu®(®)] dt.
0

The Hamiltonian for this is given by
‘%(tyyyu’/l) = f(t5y7 u)+ Ag(tyy,u) = _yZ - Cu2 +Au.
Maximum @ of # w.r.t. u is obtained from

A
0=76,=-2cii+A and thus ﬁzz—.
c

Next we have to find solutions of the differential equations

/_a_i
Yy = _267
)Uz—ffy=2y.

Differentiating the second equation yields the second order homogeneous
linear differential equation

A 1
AM'=2y'== andthus A'--1=0
c c

with general solution

Example 14.7

1

=7

characteristic equation.

are the roots of the
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A @) =Cie™ +Coe™™ where r= 1
Ve
Initial value and transversality condition result in the constraints
A*(0)=2y(0)=2y9 and A*(T)=0
and hence
r(C1—Cg2) =2y,
ClerT + Cze_rT =0,
with solution
zyoe—rT 2y0erT
Ci=———— and Cog=——>—+.
YT reT e T 2T e T+e Ty
Therefore we obtain the optimal control by
o 250 ~HT-t) _ _r(T—1)
V0= el =)
1 o~r(T=t) _ or(T—1)
(H)==-A"@)=
V=N 0=y
1 Yo e—r(T—t) _ er(T—t)
W=ak,y A =—A"t)==—
wO=aly ) 2c @ c reT+eT)
It is easy to see that the Hamiltonian (¢, y,u,A) = —y% — cu? + Au is
. " yo e " T-0_or(T-0) . .
concave in (y,u) and thus u*(¢) = e TeTre Ty 18 the optimal control.
¢
Example 14.8 Optimal consumption. Consider a consumer who expects to live from

present time, ¢ = 0, until time T'. He or she wants to maximize his or her
“lifetime intertemporal utility function”

T
f e u(c(t))dt
0

where u(c) is his or her utility function with “intertemporal discount fac-
tor” @ > 0 and consumption expenditure c(#) at time . We may assume
that

u'()>0 and u”(e)<0 foralle=0.
The wealth w(#) of the consumer follows the differential equation
w'(t)=rw®)+y@)—c(t), w0)=wo, and w(T)=0

where r(¢) is the instantaneous rate of interest at time ¢ and y(¢) is the
predicted income. This is an optimal control problem with state variable
w and control variable c. The control region obviously is ¢ = 0.
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SOLUTION. The Hamiltonian for this optimal control problem is given
by

At w,c,\)=e P ue)+ Arw+y—c).
If ¢* is the optimal consumption, then
Hy=e u'(c*)—=1=0 andthus A@)=e “u'(c*).
By the maximum principle we get the differential equation
N(t) = =6, = -Mt)r

with solution
¢
AMt) = M(0)exp (—f r(s)ds) .
0

Unfortunately, more explicit formula is not possible. So we only look
at a special case. Assume that r(¢) = r is independent of time and that
r = a. Then the last formula reduce to

A)=e " (c*) and At)=A0)e ",
respectively and hence
u'(c*) = M0) = constant .
Since by our assumptions u"(c) < 0, we conclude for the optimal control
¢*(t) = ¢ = constant .
We arrive at the differential equation
w'(t) =rw@)+yt)-¢, w0)=wo
whose solution is

t -
wt)=e" w0+[ e_rsy(s)ds—g(l—e_rt)
0

The transversality condition (iiib) in Theorem 14.4 for w(7T') = 0 implies
that

MT)=0 with AMT)=0ifw*(T)>0.

However, A(T) = 0 implies A(T) = e "Tu'(¢c*) = 0 and thus «'(c*) =0, a
contradiction to our assumption that u'(c) > 0. Thus w*(T') = 0, that is,
it is optimal for the consumer to leave no legacy. We then find

T -
0=w*(T)=e"T wo+f e_rsy(s)ds—g(l—e_rT)
0 r

and consequently we find for the optimal level of consumption

Cc=

T
wo +f e y(s)ds
0

1-— e—rT
Observe that the term in the square brackets is the initial wealth of the
consumer plus the total discounted income.

At last we note that /# is concave in (w,c) as u”(c) <0 and thus ¢
indeed is an optimal control. &
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Theorem 14.9

Example 14.10

14.3 The Standard Problem (T variable)

Suppose that the time horizon [0,7] is not fixed in advance. So in addi-
tion to the optimal control function we also have to find an optimal value
T,

The variable final time problem can be shortly formulated as

T
max f Fywdt,  wew, y=gtyw, 0=y,
u, 0

(a) y(T)=y1,0or (b) ¥(T)=y1,0r (c)y(T) free.

Notice that T' can now be chosen freely and thus the maximum is taken
over all feasible u and T'.

The Maximum principle with variable time. Assume that (y*,u*) is
an admissible pair defined on [0,7*] that solves the variable final time
problem from above with T free. Then all the conditions (i)—(iii) in the
maximum principle (Theorem 14.4) are satisfied on [0,7*], and in addi-
tion,

Giv) AT, y*(T*),u*(T*),MT*))=0.

Oil extraction. We consider the special case of the optimal control prob-
lem from Example 14.2 where C = C(¢,u) is independent of the remain-
ing amount y of oil in the reservoir and strictly convex in the rate of
extraction u, i.e., Cy; > 0. When time horizon T can be chosen freely the
optimal control problem is

T
mejthf [p(Out) - C(t,ut)]e " dt, u(t)=0,
uw,T Jo

Y@ =-u@®), y0)=yy, ¥T)=0.

What does the maximum principle imply for this problem?

SOLUTION. Suppose (y*,u*) solves our problem. The Hamiltonian is
given by

FE(t,y,u,A) = [pu—C(t,u)]e”" + A-u).

The maximum principle implies that there exists a continuous function
A(¢) such that

(1) u* maximizes #(t,y*,u,A) subject to u = 0.
2 V@)=-7,=0.
(3) M(T*)=0 where A(T*)=01if y*(T) > 0.

@ [p(Tu(T*) - C(T* u*(T*N]e™ = MTu(T*)  (from (iv)).
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Properties (2) and (3) imply that A(t) = 1 = 0 is constant.
Now assume that u*(¢) > 0. Then Property (1) implies

0=7,t,y,u*(#),1)= [p@t)-Cy(t,u* @)]e ™" -1
and thus

p(®) - Cylt,u* (@) = Ae™
and in particular

p(T*) = Cy(T*,u*(T*) = Ae' ",

Since C,, > 0 by our assumptions, #(¢,y,u,A) is concave in u and thus
this condition is also sufficient for u* being a maximum of #(¢,y,u,A)
w.r.t. u. Observe that the 1.h.s. of this equation is just the marginal profit.
On the other hand Property (4) implies

C(T*,u*(T"))

— /1 rT*
w(T™) ¢

p(T*) -

which implies

C(T*,u*(T™))

Cull" " (T = =

We can conclude that one should terminate extraction at a time when
the marginal cost of extraction is equal to average cost. &

It is important to note that we did not prove that there exists an
optimal solution.

In fact concavity of the Hamiltonian in (y,u) is not sufficient for op-
timality if T is free!
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— Exercises

14.1 Solve the following control problem:

2
max f[etx(t)—u(t)z]dt

u(t)e(—00,00) J0
2 (t)=—-u(t), x(0)=0, x(2)free

14.2 Solve the following control problem:

f [1— u(®?1dt

u(t)E( oooo)
@) =x@)+u®), x0)=1, x(1)free

14.3 Solve the following control problem:

f [x(8) + u(t)®1dt

u(t)(—:( oooo)
2 (t)=—-u(t), x(0)=0, x(1)free

14.4 Solve the following control problem:

10
max [1-4x(2) - 2u(t)®1dt

u(t)€(—00,00) JO
@) =u(t), x(0)=0, x(10)free

14.5 Solve the following control problem:

f [x(2) — u()?1dt

u(t)E( o9} oo)

@) =x@)+u®), x0)=0, x(T)free



Complex Numbers

We need an imaginary extension
when we want to understand the real world.

Imaginary numbers and complex numbers do not seem of any practical
relevance for economics. Nevertheless, they are inevitable when we want
to understand mathematical structures.

Thus we shortly describe the basic properties of these numbers.

Imaginary and Complex Numbers
We introduce a new number i (imaginary unit) with the property
i?=-1

and assume that we can add and multiply i like ordinary real numbers.

We then immediately find
1) ieR,
2 v-1=i,

3) i?=-1, ¥=-i, i*=1, 5=,

Numbers of the form bi, b € R (e.g., 5i), are called imaginary numbers.
Numbers of the form z =a + bi, a,b € R (e.g., 3+ 5i), are called complex
numbers. Re(z) = a is then called the real part of z, Im(z) = b is called
the imaginary part of z.

The set of all complex number is denoted by C.

Notice that all real numbers are complex numbers with imaginary
part Im(z) =0. Thus RcC.

z = 3471 is a complex number with real part Re(3+7i) = 3, and imaginary
part Im(3+7i)="7. ¢

169

A quadratic equation has
exactly two convex roots.

Definition A.1

Definition A.2

Complex variables are often
denoted by z.

Example A.3
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Computing with Complex Numbers
We can compute with complex numbers in a similar way as with real
numbers. We have the following rules.
(a) 21+tz9= (a1 + bli) +(a2 + bgi) = (a1 +a2) +(b1 + bz)i
(b) z1-22=(a1+b1i)-(ag+bgi)=(aras—b1b2)+(a1bz +azb1)i
a1+bli a1a2+b1b2 blaz—ale .
(c) boi 5.2 |7 2.2 |t
agz + 021 as+b3 az+b3
Notice, however, that there is no ordering of the complex numbers
that is compatible with multiplication. That is, it is not possible to define
arelation < such that u <v and ¢ > 0 implies uc < ve. In particular there
is no such thing called a positive complex number.
Example A.4 (5+4i)+(3-2i)=8+2i
2-3-i)=6-2i
(1+0)-(2-2i)=2-2i+2i-2i2=2-2i+2i+2=4
3+2i 6-6 4+9 .
- = + 1=1 <>
2-37i 4+9 4+9
Complex Conjugate
Definition A.5 Let z = a + bi be some complex number. Then z = a — bi is called the
complex conjugate of z.
If z is a complex root of x2+ai1x+as, (a1,a2 €R), then Z is also a root
of this equation.
Example A.6 The roots of the quadratic equation 22 —4z +5 =0 are
212=2+V4-5=2+1 > 2z1=2+1, 2z9=2-i=2z1 &
The Gaussian Plane
Im Complex numbers z = a + bi can be identified with points (a,b) € R? in
the real plane. The axes are then called the real axis and imaginary
(a,b) axis, respectively.
The modulus or absolute value |z| of z is defined as
i r
lzZl=VzZ=Va2+b2
0
i Re which is just the Euclidean distance of the point representing z to the

origin.

Complex numbers also can be represented by polar coordinates (r,0)
where r = |z| and 6 € [0,27) is the angle to the real axis and called the
argument of z, arg(z). Then

Re(z) =r cosO and Im(z) =r sin®
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and hence z can be represented in polar form as
z=r(cosO+1isinf).

Recall that tan(0) = % and thus
arg(z) =60 = arctan(b/a) .

The representation z = a + bi is also called the rectangular form of the
complex number z.

z=2((cos(%)+isin(%)) hasrectangular form z=1++v3i. Example A.7
z2=2-2V3i has polar form z=4 (cos(3n)+isin(2n)). &

Multiplication and division can be performed in polar form by the
following rules
21°29=r1-rg (COS(91 +09) +1isin(f1 + 92))

1 = T2 (cos(0y — By) + i sin(0y — 05))
z29 ro

Powers of integer order n can be computed by means of de Moivre’s  De Moivre’s formula does not
formula: hold in general for n ¢ Z.

2" =r"(cos(nb)+isin(nh)) (ne2).

This formula also can be used to derive an explicit expression for the nth
roots of a complex number z.

]l/n rl/n

2V = [r(cosO +isin®)
n n

(9+2kn) .. (9+2kn)
cos +isin

where % is an integer. To get the n different nth roots of z one needs to
consider all values of £ =0,1,...,n—1.

Euler’s Formula

There is a very important relation, called Euler’s formula, between the
complex exponential function and trigonometric functions,

e =cosx+1isinx.

In particular we may express the polar form of a complex number z using
the exponential function:

z=a+bi=|z|e".

Furthermore, Euler’s formula provides a tool to evaluate the exponential
function for complex arguments.

e? = et = % [cos(b) +i sin(b)] .
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Euler’s identity links the five
most fundamental mathe-
matical constants into one
equation. It has been elected
to be the most beautiful theo-
rem in mathematics.

— Exercises
A.1 Compute

(a) 2i—-1)+1 ) 2i-1)-i (c) (4-2i)-(4-2i0)
(d) (B+1i)? (e) %3 6 B-1):(3+1)

A.2 Transform into polar form and rectangular form, respectively.

(a) 2(cos% +1isin %) (b) 4e i3 (c) 5(cos% +1 sin%)
d i () 1-i 0 2+%i

A.3 Solve the quadratic equations:
(@) x2-3x+9=0 (b) 22> +x+8=0
(©) x®2+2x+17=0 (d) 2x%-4x+4=0
A4 Compute

(a) ei (b) e2—i (C) e5+ni

— Problems

A.5 Taylor’s theorem also holds for complex numbers and complex val-
ued functions. Use the MacLaurin series for exp, sin and cos and
verify Euler’s formula e** = cosx + i sinx.

A.6 Derive Euler’s identity
e +1=0

from Euler’s formula.



Solutions

2.1 (a)7;(b) %; (c) 0; (d) divergent with lim,, .o % = 00; (e) divergent; () %‘

2.2 (a) divergent; (b) 0; (c) e2 = 7,38906; (d) e 2 = 0.135335; (e) 0; () 1;
(g) divergent with lim,, . 55 +v/n = o0; (h) 0.

2.3 (a) e*; (b) *; (c) eV,
2.11 By Lemma 2.20 we find 337, 9" =q ¥} ,q" = ﬁ.
4.1 (a) 0, (b) 0, (c) oo, (d) —oo, (e) 1.

4.2 The functions are continuous in
(a) D, (b) D, (c) D, (d) D, (e) D, (H R\ Z, (g) R\ {2}.

4.3 (a) 6x —5sin(x); (b) 6x2 +2x; (¢) 1+In(x); (d) —2x72 - 2x73; (e) 39;1:‘?;;1 ;
() 1; (2) 18x—6; (h) 6x cos(3x2); (1) In(2)-2%; (j) 4x—1; (k) 6e3*1(5x% +1)2 +
40e3x+1(5x2 +1x+ 3x—D(x+1)%—(x+1) —9.

(x-1)%
4.4 f'(x) () F"(x)
x2 xz JCZ
(a) —xe~ Z @x2-1De 7 @Bx—-xde =
(b) -2 4 —-12
(x—1)2 (x-1)3 (x—1)*
(c) 3x%>-4x+3 6x—4
4.5 Derivatives:
@ B @© @ (o) (0
fx 1 y  2x 2xy? ax®1yf x(x? + y2)~12
fy 1 x 2y 2x2 y ,Bxa yﬁfl y(xZ + y2)71/2
fxx 0 0 2 2y2 a(a _ 1)xa—2 yﬁ (xZ + yZ)—l/Z _ xZ(xZ + yZ)—3/2
fey=fyx |0 1 0 4xy apfx®lyp1 —xy(x? +y2)~32
fyy 0 0 2 2x2 ﬁ(ﬁ _ l)xa yﬁ—Z (xZ + yZ)—l/Z _ yZ(xQ + y2)—3/2
Derivatives at (1,1):
@ () © (@ (e ()
fe 1 1 2 2 a V2/2
fy 1 1 2 2 8 V2/2
frx 0 0 2 2 a@-1 V24
fiy=Ffw |0 1 0 4 af —V2/4
Fyy 0 0 2 2 pB-1 V24

4.6 (a) f'(1,1)=(,1), f", 1= (8 0);

(b) £(1,1) = (1,1), £"(1,1) = ((1) (1))

(© F1(1,1) =(2,2), £"(1,1) = ((2) 0);

173
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4.7
4.8

4.9

4.10

4.11

4.12
5.1

5.2
5.3

5.4
5.5

5.6
5.7
5.8

6.1

6.2

(@ F1(1,1) = (2,2), £"(1,1) = (i 4);

2
, B " _(ala-1) ap )
©rav=@p, rran=("G P 4P )

/ _ 1 _ V2/4  —\/2/4
0 £'(1,1)=(V2/2,v2/2), f (1,1)_(_\/5/4 \@4),

Of _ oy,
£—2x a.

V£(0,0) = (4/v/10,12/1/10).
2x 2y
4x3 +4xy?  4x2y+4y8
2(x1 — xg) 6(—x1x§ + xg
3x2 -1 '

D(fog)(t)=2t+4t3; D(gof)(x,y) = (

5
-1 6x;

D(fo =
(fo ) (_33% o

); D(gof)(x) = (

Dx(b) = A~! and thus (by Cramer’s rule) g%j_ = (—1)i+iji/|A| where Mp;
denotes the the (k,7) minor of A.

LFE®),L(1),t) = Fx(K,L,OK' () + FL(K, L, L'(t)+ F1(K L, ).

3 1 f Tz
24 T

>;

: ) ’ ’ T T T ~ T = l + l ,

3 2 1 1 2 3 (@) fx) = T1(x) =5 + 5%
oy (b) f(x) = To(x) = § + Ja+ 2.
2] radius of convergence p = 2.

— 1,12 1.3
Tros(x)=1+35x—gx°+ 15x°.

T 0,30(x) =210 — £ 230,

Ty 0.4(x) ~0.959 +0.284x% - 0.479x%.
f@) =Y (-1)"x*"; p=1.

fla) =X (-3 L p = co.

fl,y) =1+x%+y% + 0|, »)I3).

IR, (D < Grigy; IRR (DI < 10716 if n > 18,

(=22 —x1) a0y _ .
(a)Df(x)—( % X ), g = X1

(b) for all images of points (x1,x2) with x1 # 0;
-1
1-— -
(© DE)(y) = (DFx) ™ = ( 2 ’”) =L ( oo );
X9 X1 1l—x9 1-—x9
(d) in order to get the inverse function we have to solve equation f(x) =y:
x1 =31+ y2 and xo = yo/(y1 + ¥2), if y1 + y2 #O0.
Z) Hence its Jacobian
matrix is just det(T). If det(T) = 0, then the columns of T are linearly
dependent. Since the constants are non-zero, T has rank 1 and thus the
image is a linear subspace of dimension 1, i.e., a straight line through
the origin.

T is the linear map given by the matrix T = (Z
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6.3

6.4

6.5

6.6

6.7

6.8

7.1

7.2

7.3
8.1

8.2

8.3

af of
Let J = ag gg’, be the Jacobian determinant of this function. Then
ox Oy
the equation can be solved locally if J # 0. We then have % = %g—f and
oG _ _10g
ou —  Jox
(@) Fy=3y>+1#0,y = -F,/F, =3x%/(3y%+1) = 0 for x = 0;

(b) Fy =1+xcos(xy)=1#0 for x=0, y'(0)=0.
dy _

dx — y
if yo #0; x = g(y) exists locally if x¢ # 0.

, ¥ = f(x) exists locally in an open rectangle around xg = (x9, yo)

(a) z —g(x ) can be locally expressed since F, = 322 —xy andF (0,0,1)=
F, _  3x%-yz _ Fy,
3750, ax E——m ———OfOI' (x(),y(),Z())—(OO 1), Oy FTZ—
_3y —xz _ _0 =0
322—xy = 37 ¢
(b) z = g(x, y) can be locally expressed since F, = exp(z)—-2z and F,(1,0,0) =
og _ _Fy _ —2x Og_ Fy _ -2y _
1#0; F i exp(z) 5 = = 2 for (x9, ¥0,20) = (1,0 O) _F_Z =~ =
0 for (xo, ¥0,20) = (1,0,0).
dK _ _PK
dL — aL-
11y _1 .
e, U (x12 +xf )xj 2 o2
@) 7y, __u_;:_ T I, I- T
¢ (xlz +x22)xi 2 sz
dx; Ux; T(Z:L v ) T xé
b = = L = B
( )dxj U o-1\o°T 1 7
tilrran ) et

(a) decreasing in (—oo, —4]U[0, 3], increasing in [—4,0]U[3,00); (b) concave
in [-2—1/148)/6,—2 + 1/148)/6], convex otherwise.

(a) log-concave; (b) not log-concave; (c) not log-concave; (d) log-concave on
(_ 1, 1).

(a) convex; (b) convex.

(a) global minimum at x = 3 (f"(x) = 0 for all x € R), no local maximum;
(b) local minimum at x = 1, local maximum at x = —1, no global extrema.

(a) global minimum in x = 1, no local maximum;
(b) global maximum in x = ‘—i, no local minimum;
(c) global minimum in x = 0, no local maximum.
2 1
(a) stationary point: po =(0,0), Hy = 9’

Hy=-5<0, = po is a saddle point;

0 -2
Hi=-e23<0,Hy=2¢23>0, = pg is local maximum;
802 —400
—-400 200 )’
H;=802>0, Hy =400 >0, = py is local minimum;

—pX1

(d) stationary point: po = (In(3),In(4)), Hf = ( g _gxz)
Hi=-e"1<0,Hyg=¢e"-e" >0, = local maximum in pg = (In(3),1n(4)).

—o—3
(b) stationary point: po = (e,0), Hr(po) = ( e 0 ),

(c) stationary point: po = (1,1), H¢(po) = (
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8.4

8.5

8.6

8.7

8.8

9.1

9.2

9.3

9.4

9.5

stationary points: p; =(0,0,0), p2 =(1,0,0), ps =(-1,0,0),

6x1x9 3x% -1 0
H/= (3x§ -1 0 )

0 0 2

leading principle minors: Hj = 6x1x9 = 0, Ho = —(3x% -1)2<0ax€
{0,-1,1}), H3 = -2(3x% - 1)* <0,
= all three stationary points are saddle points. The function is neither
convex nor concave.

(b) Lagrange function: L(x,y;A) =x2y+ A3 —-x—y),
stationary points x; =(2,1;4) and x3 = (0, 3;0),

0 1 1
(c) bordered Hessian: H= (1 2y Qx),

1 2x O
0 1 1
Hx;)= (1 2 4), det(H(x1)) =6 > 0, = X is a local maximum,
1 4 0
01 1
H(xs) = (1 6 0), det(H(x9)) = —6 = x9 is a local minimum.
1 0 O

Lagrange function: £(x1,x2,x3;11,A2) = f(x1,x2,x3) = %(xl —3)3 +x9x3 +
M4 —x1—x2) + A2(5 —x1 —«x3), )

stationary points: x; =(0,4,5;5,4) and x93 =(4,0,1;1,0); det(H(x1,x2,x3)) =
2x1 —4; X1 is a local maximum; x9 is a local minimum.

1

,x9=(1- a)pﬂ2 and A = --, (c) marginal change for optimum:

m

(a)x1= ay

1

m*

Kuhn-Tucker theorem: Z(x,y;A) = —(x—2)2 —y+A(1-x-y),x =1,y =0,
A=2.

(a) integration by parts (P): %x2 2Inx—-1)+c;
(b) 2xP: 2 cos(x) —x2 cos(x) + 2x sin(x) + ¢;
(c) by substitution (S), z = x?+6: Z (x? +6)
@S, z=x% %exz +c;

(e)S, z=3x2+4: %ln(4 +3x2) +¢;

@ PorS,z=x+1: %(x+1)g - %(x+1)% +c;

(@ =/ 3x+ %dx = %xz +4 In(x) + c¢; S not suitable;
() S, z =In(x): 1(n@)?%+ec.

3
2 +c;

(a) 39, (b) 3¢2-3=19.17, (¢) 93, (d) —% (use radiant instead of degree),
(e) 1n(8) ~ 1.0397

-3 — tim [ _,-3 i 1,8t _ 1 _ _ 1.
(@) fo°—e xdx_tllI?OIO —e xdx—tllr&ge f-5=—-%

1 .l . 1

® f, %mdx:g%ft %ﬁdxj}g%s-sm =8;
(©) = lim [§ A5 dx=1lim § f; "' L dz = lim 3(In( + 1)~ In(2)) = oo,
the improper integral does not exist.

We need the antiderivative C(x) of C'(x) = 30 — 0.05x with C(0) = 2000:
C(x) = 2000 + 30x — 0,025 x2.

EX) = /2.
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9.6

9.7

9.8

10.1
10.2
111

11.2
11.3

114

11.5

11.6

11.7

11.10

12.1
12.2

12.3
12.4
12.5

EX)=—\/2+/2 =0.

0, forx<-1,
1, 2x+x2
5+ , for-1<x<0,
F(x)= % o 2,
5+ 55—, for0<x<1,
1, for x > 1.
(a) The improper integral exists if and only if @ > —1;

(b) the improper integral exists if and only if @ < —1;
(c) the improper integral never converges.

(a) 16; (b) ©L; (c) -2; (d) %2
.

Method: Separation of variables.
(@) y=Ctk, y=1¢F;
(b)y= Ct—ly 2t— 1
(©) y=Ce3! ,y-\%eZ;
(d)y:—ln(t+c),y——ln(t—1+%);

1 1.
(e)y__m’y =92

6

2 2
(f)y—(lt‘l +c) ,y—(1t2+—) (observe that y = ( t%—g) also satis-

fies y(1) = 1 but does not solve the differential equation).

Solution of initial value problem: y(¢) = %e‘et - el

@U'= 7> 0 Ux)=v2ax+c, (c) U0)=0, U(x) = vV2ax.

p(®) =(po—p) exp(—j fjfv 8)+p. po=p0), p= g—g is equilibrium price.

(@) A(t) = =t
1+C exp(-Lkt)’
4000 and A(2)=12000: C =23 and k£ =0,000006 196.

A(D) = Trogapo.5eaman- () A(6) =58238, (c) ¢z = 7,12 months.

Casea #0: y(t)=Ce % + 2 for some C > 0;
case a =0: y(¢) = st + ¢ for some c € R.

Case a #0: y(t) = (yo— £)e 0710 4 5,
case a =0: y(x) =s(t—tg)+ yo.

(@) y(t) = t%; (b) y,(t) = 0 for t <@ and y,(¢) = 2(t—a) for t > a; (c) 2\/y.(t) =

2V (t—a)? =2(t—a) =y, ().
y(x) = %(x4 +4x% - 30x% +36x) (by integrating two times).

General solution: y = yj, +y, = C1e! + Coe 2 - 3;

particular solution: y(z) = 2e’ +5 -2t %

General solution: y = (C1 + Cat)e®, particular solution: y(£) = (2 — 6t)e3

y(t)=e t[Cqcos4t +Cosindt]; limy_ooy(t)=0.

Case 1 (y(a—a) > 0): p(t) = Crexp(—t\/y(a—a))+ Crexp(ty/y(a—a)) —

Y(a @)’
Case 2 (y(a — @) =0): p(t) = C1 + Cat + 1 kt?;

Cakse 3 (yla—a) < 0): p) = Cicos(ty/ly(a—a)l) + Cesin(t/Iy(a — a)l) —

Ya-a)*

t number of months. L = 96000, using A(0) =
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13.1

13.2

13.3

13.4

13.9

14.1
14.2
14.3

14.4
14.5

Al
A2

A3
A4

(@) y(©) = Cle 2t (_21) +Cge (;), (b) y(t) = C1e’ (_31) +Coel¥t (i),

(c) y(t) = C1e* G) +Cge b (_11).

o)+ 1)

(a) y(¢)=Cre 2 (_21) +Cae™ ™ (2

y'= (_11) is asymptotically stable (sink);

-2
1 ’
* _2 : 1 . .

y =|_q|1s unstable equilibrium point (source);

1 e[ 1) (1
)+ Cae (_J+@

(b) y(t) = Clet (_31) + CzeMt (i) +

() y@t) = C1e4t(

, y'= ((1)) is a saddle point.

(a) for all a < 0; (b) for all a < —2. (Olech’s theorem)
/ _ -1 y / _ -1 0 . .
(a) Fl(x,y) = ( 9 o F/(0,0) = 9 _gf all eigenvales negative, lo-

cally asymptotically stable by Theorem 13.15; Theorem 13.17 cannot be
applied;
-3x2 -1
/ —
(b) Fi(x,y) = ( 1 -2y

imaginary, none of our theorems can be applied;

0 -1

2), eigenvalues of F/'(0,0) = (1 0

) are purely

, _(1+4x—y —-3-x+2y| _, (4 -2 , _
(c)F(x,y)—(Q_ex_y CLeS pFan={] ) e@am=4>
0, not stable.
F/(x*, *):(_Ex: _ﬁx*),tr(F’(x*, *)) = —ex*—ny* <0 and det(F'(x*,y*)) =
y 5y —ny y ny y

(en+ Bé)x*y* > 0. Hence (x*,y*) is a locally asymptotically stable point
by Theorem 13.15.

Optimal solution: x*(¢) = 3(e%t—e! +1); optimal control: u*(¢) = 1e’—1e2.
Optimal solution: x*(¢) = e’; optimal control: u*(¢) = 0.

Optimal solution: x*(¢) = %tz - %t; optimal control: ©*(¢) = —%)L(t) = —%t+
1.

Optimal solution: x*(¢) = %tz — 10¢; optimal control: u*(¢) = ¢t —10.
(l)(pet;ga_l i;).lution: x*(t)=1eTH - LeT~t — Lot 4 1; optimal control: u*(t) =
2

(a) —1+3i, (b) -2 -1, (¢) 20, (d) 8+6i, (e) =i -i%0 = —i, () § - 2i.

() vV2+V21i, (b) 4(cos(—%)+i sin(—%)) =2-2v/31, (¢) 51, (d) (cos F+i sin }),
(e) V2(cos % —isinZ), () V3(cos % +isinf).

@ 3303 () -1 £ 37, (c) ~1+4i, (d) 14i.

(a) e’ = cos1+isinl~0.54+0.841i; (b) e*~* = e*(cos(~1) +i sin(~1))
e2(cos1—isinl) = 3.992 — 6.218i; (c) €™ = e®(cosm + i sinm) = —e® =
—-148.4.
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Entries in italics indicate lemmata and theorems.

absolute value, 170

absolutely convergent, 11

accumulation point, 17, 20

adjoint function, 161

admissible pair, 161

alternating harmonic series, 11

analytic, 55

antiderivative, 93

argument, 170

asymptotically stable equilibrium
state, 149

autonomous, 152

autonomous differential equation,
129

Bolzano-Weierstrass, 23
bordered Hessian, 88
boundary, 17

boundary point, 16
bounded, 22

bounded sequence, 5

Cauchy sequence, 19

Cauchy’s covergence criterion, 19

center, 151

Chain rule, 40

Change of variables in double in-
tegrals, 112

Change of variables in multiple
integrals, 114

characteristic equation, 139

Characterization of continuity, 25

Characterization of quasi-convexity,

78
closed, 16
closure, 17

Closure and convergence, 20

co-state variable, 161

compact, 23

Comparison test, 9

comparison test, 9

complex conjugate, 170

complex numbers, 169

Composite functions, 72, 78

Computation of derivative, 39

concave, 68

Continuity and images of balls,
24

Continuity of each component, 23

continuous, 23

Continuous functions preserve com-
pactness, 26

continuously differentiable func-
tions, 36

control function, 160

control region, 160

Convergence of a monotone sequence,
5

Convergence of each component,
18

Convergence of geometric sequence,
6

Convergence of remainder, 52

convergent, 3, 8, 18

converges, 3, 18

convex, 67, 68

convex combinations, 67

convex hull, 67

Convex sum, 69

Convexity of multivariate functions,
74

Convexity of univariate functions,
74
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de Moivre’s formula, 171

definite integral, 100

derivative, 31, 38

difference quotient, 31

differentiable, 31, 38

differential coefficient, 31

differential operator, 31

direction field, 120, 156

directional derivative, 35, 36

Divergence of geometric sequence,
6

divergent, 3, 8, 18

double integral, 107

elasticity, 45

Envelope theorem, 85

equilibrium point, 130, 142, 152

equilibrium state, 129, 149

equivalent, 20

Euclidean distance, 15

Euclidean norm, 15

Euler’s formula, 171

Existence and uniqueness, 131,
132, 137

Existence of derivatives, 40

expand, 51

expectation, 105

exterior point, 16

Extreme-value theorem, 26

Finitely generated vector space,
22

First fundamental theorem of cal-
culus, 99

first-order linear differential equa-

tion, 123
first-order partial derivatives, 37
fixed point, 129
Fubini’s theorem, 110

general solution, 120
geometric sequence, 6
Geometric series, 8

globally asymptotically stable, 142

gradient, 36

half spaces, 68
Hamiltonian, 161

Harmonic series, 9

Hessian, 37

homogeneous, 46

homogeneous linear differential
equation, 124

hyperplane, 68

imaginary axis, 170

imaginary numbers, 169

imaginary part, 169

imaginary unit, 169

implicit function, 61

Implicit function theorem, 61, 62

improper integral, 101

indefinite integral, 93

infimum, 5

Inhomogeneous linear differen-
tial equations, 124

initial value, 120

initial value problem, 120, 137

integrable, 98

integral, 98

integral curve, 119

integration constant, 93

interior, 17

interior point, 15

Intermediate value theorem (Bolzano),

29
Intersection, 67
interval bisectioning, 29
inverse function, 59
Inverse function theorem, 60

Jacobian determinant, 60

Jacobian matrix, 39, 62

Jensen’s inequality, discrete ver-
sion, 71

Kuhn-Tucker conditions, 89
Kuhn-Tucker sufficient condition,
89

Lagrange function, 86

Lagrange multiplier, 86

Lagrange’s form of the remain-
der, 50

Lagrangian, 86

Landau symbols, 53
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Leibniz’s formula, 103

Level sets of convex functions, 77

limit, 3, 18, 30

Linear approximation, 38

local maximum, 84

local minimum, 84

Local saddle point, 153

local saddle point, 153

locally asymptotically stable, 152

locally asymptotically stable equi-
librium state, 130

locally Lipschitz continuous, 132

Logistic differential equation, 128

lower bound, 5

lower level set, 77

Lyapunov function, 155

Lyapunov’s Theorem, 152, 155

Maclaurin polynomial, 50

Mangasarian’s theorem, 162

maximum, 83

Mean value theorem, 34

minimum, 83

Minimum and maximum of two
convex functions, 72

modulus, 170

monotone, 5

monotonically decreasing, 73

monotonically increasing, 73

Monotonicity and derivatives, 73

multiple integral, 111

n-dimensional rectangle, 110

Necessary condition, 86

Necessary first-order conditions,
83

nullclines, 156

objective function, 160
ODE, 119

Olech’s Theorem, 153
open, 16

open ball, 15

open neighborhood, 16
optimal pair, 161

ordinary differential equation, 119

partial derivative, 35

partial sum, 8

particular, 138

particular solution, 120
phase diagram, 129, 156
Polar coordinates, 115
polar form, 171

power series, 54

preimage, 24

primitive integral, 93
Properties of closed sets, 17
Properties of open sets, 16
Properties of the gradient, 36

Quadratic form, 69
quasi-concave, 77
quasi-convex, 77

radius of convergence, 54
Ratio test, 11

ray, 46

real axis, 170

real part, 169
rectangular form, 171
relatively closed, 25
relatively open, 25
remainder, 49
restriction, 71
Riemann integrable, 97
Riemann integral, 97
Riemann sum, 97
Rolle’s theorem, 34
Rules for limits, 6, 30

saddle path solution, 150, 153

saddle point, 85, 150

second derivative, 33

Second fundamental theorem of
calculus, 99

second-order linear differential equa-
tion, 137

second-order ordinary differential
equation, 137

second-order partial derivatives,
37

sequence, 3, 17

series, 8

sink, 149

slope field, 120
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solution, 145

solution curve, 119

source, 149

Stability of an equlibrium point,
151

Stability of equilibrium points, 131

stable, 154

standard end constraint problem,
160

state variable, 160

stationary point, 83

stationary state, 129, 130

step function, 96

strict local maximum, 84

strict maximum, 83

strictly concave, 68

strictly convex, 68

strictly decreasing, 73

strictly increasing, 73

strictly quasi-concave, 80

strictly quasi-convex, 80

strong Lyapunov function, 155

subgradient, 71

Subgradient and supergradient,
71

subsequence, 22

Sufficient condition, 87

Sufficient condition for local op-
timum, 88

Sufficient conditions, 83

Sufficient conditions for local ex-
tremal points, 84

Sum of covergent sequences, 7,19

supergradient, 71

supremum, 5

Tangents of convex functions, 70

Tangents of quasi-convex functions,

80

Taylor polynomial, 49

Taylor series, 51

Taylor’s formula for multivariate
functions, 56

Taylor’s theorem, 50

The Maximum principle, 161

The Maximum principle with vari-
able time, 166

trace, 151
transversality condition, 161
Triangle inequality, 7

unbounded, 22

unstable equilibrium point, 149
unstable equilibrium state, 130
upper bound, 5

upper level set, 77

value function, 85

variable final time problem, 166
variation of constants, 125
vector field, 156

Young’s theorem, Schwarz’ theo-
rem, 37
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